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## Abstract

This thesis work represents an efficient RGB pixel based skin color detection technique. To find identify human and surveillance skin detection is necessary. 2D color image classified as RGB color histogram and using this histogram create some RGB condition to find the skin color of human. These methods determine skin color of human with accuracy up to $91.63 \%$ which is better than existing techniques. The proposed method will be applicable for any 2D color image.
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## Chapter 1

## Introduction

At present, skin detection is widely use application in computer system. Our works based on the RGB numerical values. RGB values caries the information of skin and non skin vale. We use this RGB value to find the skin color. Using RBG color histogram we solve skin detection problem. We developed matching algorithm to find the accuracy of our thesis work to compare with other. Lots of work have done in previous, to find the skin image form a color image. To solve the skin detection lots of method have been applied like RGB, HSV, FREQUENCY, YCrCb, TSL [1],[2],[3],[4].In computer lots work have been done to solve skin detection problem using RGB[1][5][6][7].

In this chapter, we discuss about the skin detection problem using RGB numerical value. We discuss about why we use RGB numerical value to solve skin detection problem in section 1.1. The motivation of our work discuss in section 1.2. The objective of our work discuss in section 1.3. The overview of our work discuss in section 1.4.Our contribution to solve skin detection problem will discuss in section 1.5. The summary of our work discuss in section 1.6.

### 1.1Purpose of Skin Detection

We have been used establish algorithm to solve skin detection problem. But add some new RGB condition to increase the accuracy of skin detection. That gives us the output. It is easy to implement then other method. We find this condition by analyzing the RGB value of 500 color image. By using our method we easily describe the skin color in a color image. Because, it is base on RGB value of color images. We easily describe the statistic of RGB color image.

### 1.2 Motivation

Now a day the world is dominated by technology. Technologies are increasing day by day. Many difficult problems are solving by machine learning and image processing technique like face detection, facial expression recognition, Gender recognition and gesture recognition. It is easy way to find the face recognition from 2D color image. Our method is too much easy for this reason we are motivated to do this work. There are lots of applications of face recognition like surveillance, criminal investigation, homeland and private security, and easy people tagging these types of application motivated us to do the work. These are the common problems now a day. To solve these types of problem we need face recognition. For this reason we are motivated to do this work.

Without this, our supervisor Md. Shamsujjoha and our teacher Dr. Tasked Jabid motivated us to develop a work in that is easily understandable.

It is challenging to find skin color from 2D color image using RGB value. Because there are lots of value in 2D color image skin value, non skin value, background image value. From this, it is difficult to find skin color. We use some condition to find the skin color from 2D color image. Find out this condition is challenging. That is motivated us.

We did not use any establish algorithm to solve skin detection problem. We used RGB numerical value to solve skin detection problem. Then we used matching algorithm to find the accuracy. Then we compare with other work. Sometimes its gives us better accuracy than other. Sometimes it's not better than other.

### 1.3 Objective

The objective of our work gives better performance for skin color detection. We use 2D color image to find hit count value of $R, G$, and $B$ in particular pixel [0 to 255]. Using this value we create histogram of $\mathrm{R}_{-}$value count, $\mathrm{G}_{-}$value count and B_value count respectively. Using this we find the condition for skin detection. Then we used matching algorithm to find the accuracy.

Using this accuracy we compare our work with other work. There are more than 1000 color image we used to find our work accuracy. We use different types of 2D color image like bright image, dark image.

### 1.4 Our Contribution

Our contribution for skin detection is increasing the accuracy of skin detection. For increasing the accuracy we proposed some new method. This is also our contribution. Then we developed matching algorithm to find the accuracy.

In our method using RGB color histogram we collect information from 2D color image. Using this histogram we find the RGB condition of skin color pixel. All work done by using MATLAB.

### 1.5 Outline

In chapter 2 we describe the previous work on skin detection and different type of method of skin detection technique.

In chapter 3 we describe our proposed methodologies on skin detection.
In chapter 4 we describe our experimental result. And we also analyze the performance of our proposed system.

In chapter 5 we conclude our research work by mentioning some limitations of our work.

## Chapter 2

## Existing Work Review

In past decades, lots of work has been done for face detection and tracking. Many heuristic and pattern reorganization based method have been proposed to solve the face detection problem. By using this method they are achieving their goal. Some of methods are very good some are not good enough. To solve skin color detection problem, they have been used color based feature of 2D color image. Because, 2D color image pixel carries the information of skin color and non skin color. By separating skin and non skin pixel easily find skin color.

When we have been used skin color as a feature for face detection. We faced three problems.

1. What colorspace we used.
2. How exactly the skin color distribution should be modeled.
3. What will be the way of processing of color segmentation result for face detection?

Pixel-based skin detection methods, separate pixel as a skin or non- skin pixel independently. There are lots of techniques to find skin color and non skin color pixel like region-based method [8][9][10], pixel-based skin detection[2], two non- parametric skin modeling[11], Bayes skin probability map[11]. By reading this we collected idea about skin pixel separation.

In this chapter, we will be discussing about previous face detection techniques. In section 2.1 we discuss about colorspaces used for skin detection. In section 2.2 we discuss about skin modeling. In section 2.3 we discuss about face detection using RGB. In section 2.4 we discuss about the summary of chapter 2.

### 2.1 Colorspaces used for skin detection

There are lots of colorspace. Properties of this colorspaces are different. In computer graphics and video signal transmission standards introduce this colorspace. This colorspace have been used to solve the skin detection problem. In this section we will discuss about this colorspace that have been used for skin detection.

### 2.1.1 RGB

An RGB color space is any additive color space based on the RGB color model. A particular RGB color space is defined by the three chromaticities of the red, green, and blue additive primaries, and can produce any chromaticity that is the triangle defined by those primary colors. It is one of the most widely used colorspace for processing and storing of 2D color image. To solve skin detection problem most of the time RGB colorspace have been used [12],[13].

### 2.1.2 Normalized value of RGB

Normalized RGB is a representation of RGB colorspace. Normalized RGB is created from the GB. Using below equation:

$$
\mathrm{r}=\frac{R}{R+G+B} ; \mathrm{g}=\frac{G}{R+G+B} ; \quad \mathrm{b}=\frac{B}{R+G+B}
$$

The sum of the three normalized components is known $(r+g+b=1)$, the third component does not hold any important information and can be absent, sinking the space dimensionality. The remaining components are often called "pure colors", for the dependence of $r$ and $g$ on the brightness of the source RGB color is diminished by the normalization. A remarkable property of this representation is that for matte surfaces, while ignoring ambient light, normalized RGB is invariant (under certain method) to changes of surface orientation relatively to the light source
[14]. This, together with the transformation simplicity helped this colorspace to gain popularity among the researchers [4], [2], [15], [16], [9].

### 2.1.3 HSI, HSV, HSL - Hue Saturation Intensity

When researcher needs to specify color properties numerically, they were introduced HueSaturation based colorspaces. Hue- Saturation based colorspace is customizes colorspace. Because many color used in this colorspace. In RGB colorspace red, green, blue in fixed. But in this colorspace many color like red, green, purple, yellow are used.

Hue defines the dominant color (such as red, green, purple and yellow) of an area; saturation measures the colorfulness of an area in proportion to its brightness [17]. The "intensity", "lightness" or "value" is related to the color luminance. The intuitiveness of the colorspace components and explicit discrimination between luminance and chrominance properties made these colorspaces popular in the works on skin color segmentation [2], [18], [19], [20], [21]. Several interesting properties of Hue were noted in [14]: it is invariant to highlights at white light sources, and also, for matte surfaces, to ambient light and surface orientation relative to the light source.

Using below equation we find out the HSV value.
$\mathrm{H}=\operatorname{arcos} \frac{1 / 2((R-G)+(R-B))}{\sqrt{\left((R-G)^{2}+(R-B)(G-B)\right)}}$
$\mathrm{S}=1-3 \frac{\min (R, G, B)}{R+G+B}$
$V=1 / 3(R+G+B)$

There are two different way to represent the Hue-saturation computation. One is using log opponent values was introduced [9], where additional logarithmic transformation of RGB values amied to reduce the dependence of chrominance on the illumination level. Other way, is the polar coordinate system of Hue-Saturation spaces.

### 2.1.4 TSL

TSL (Tint, Saturation, lightness) is a transformation of the normalize RGB into more instinctive values, close to hue saturation in their meaning.
$S=\left[9 / 5\left(\mathrm{r}^{/ 2}+\mathrm{g}^{/ 2}\right)\right]^{1 / 2}$
$\mathrm{T}=\left\{\begin{array}{c}\frac{\arctan \left(\frac{r^{\prime}}{g^{\prime}}\right)}{2 \pi}+\frac{1}{4}, g^{\prime}>0 \\ \frac{\arctan \left(\frac{r^{\prime}}{g^{\prime}}\right)}{2 \pi}+\frac{3}{4}, g^{\prime}<0 \\ 0, g^{\prime}=0\end{array}\right.$
$\mathrm{L}=0.299 \mathrm{R}+0.587 \mathrm{G}+0.114 \mathrm{~B}$
Where $r^{\prime}=r-1 / 3, g^{\prime}=g-1 / 3$ it's come from [4]. They argue that normalized TSL space is superior to other colorspaces.

### 2.1.5 YCrCb

YCrCb is an encoded nonlinear RGB signal, commonly used by European television studios and for image compression work. Color is represented by luma (which is luminance, computed from nonlinear RGB [17]), constructed as a weighted sum of the RGB values, and two color difference values Cr and Cb that are formed by subtracting luma from RGB red and blue components.

$$
\begin{aligned}
& Y=0.299 R+0.587 G+0.114 B \\
& C_{r}=R-Y \\
& C_{b}=B-Y
\end{aligned}
$$

The transformation simplicity and explicit separation of luminance and chrominance components makes this colorspace attractive for skin color modeling [22], [2] [23], [24], [25], [26].

### 2.1.6 Other colorspaces

There are other colorspace like YCrCb, YUV, YIQ, and CIE-xyz. This colorspaces are used to find the skin detection. This colorspaces are different from one to another. Using this colorspaces
many work have been done. The properties of this colorspaces are different. We are working with RGB colorspace in our thesis. For our thesis we used RGB colorspace.

### 2.2 Skin detection modeling

Now, the next step is to build up a system. By using this system we find the skin color. For this we use previous colospace pixel data. There are lots of method have been developed in previous to solve skin detection problem. In this section we will discuss about this method that have been used for skin detection.

### 2.2.1 Explicitly define skin region

This is very simple method for skin detection. Using this condition we easily find skin color from 2D image. In this method have been used some RGB condition to find the skin cluster. Using this condition they find the skin color. The condition given below:
$(R, G, B)$ is classified as skin if:
$\mathrm{R}>95$ and $\mathrm{G}>40$ and $\mathrm{B}>20$ and $\max \{\mathrm{R}, \mathrm{G}, \mathrm{B}\}-\min \{\mathrm{R}, \mathrm{G}, \mathrm{B}\}>15$ and $|\mathrm{R}-\mathrm{G}|>15$ and $\mathrm{R}>$ G and $\mathrm{R}>\mathrm{B}$

For the simplicity of this method many researchers working with this method [27], [25], [28], [21].The great advantage of this method is simplicity of skin detection rules that leads to construction of a very rapid classifier. But it is difficult to achieving high recognition rates with this method are the need to find both good colorspace and adequate decision rules empirically. To solve this problem many researchers have been proposed many methods. One of the methods that used normalizes RGB colorspace [29].The researchers start with a normalized RGB space and then apply a constructive induction algorithm (see[29] for details) to create a number of new sets of three attributes being a superposition of $\mathrm{r}, \mathrm{g}, \mathrm{b}$ and a constant $1 / 3$, constructed by basic arithmetic operations. A decision rule, similar to (10) that achieve the best possible recognition is estimated for each set of attributes. The authors prohibit construction of too complex rules,
which helps avoiding data over-fitting that is possible in case of lack of training set representativeness.

Using this method many researchers find skin color. But the accuracy of the method is not good enough.

### 2.2.2 Enhanced Skin Color Classifier Using RGB Ratio Model

In this method they are develop previous paper of kovac [1]. Then they are adding some condition and they are get better accuracy. In this paper they are add two more condition. That condition given below:
$(R, G, B)$ is classified as skin if:
$\mathrm{R}>95$ and $\mathrm{G}>40$ and $\mathrm{B}>20$ and $\max \{\mathrm{R}, \mathrm{G}, \mathrm{B}\}-\min \{\mathrm{R}, \mathrm{G}, \mathrm{B}\}>15$ and $|\mathrm{R}-\mathrm{G}|>15$ and $\mathrm{R}>$ G and $\mathrm{R}>\mathrm{B}$

New two conditions that they are add is:
$0.0<=\frac{R-G}{R+G}<=0.5$ and $\frac{B}{R+G}<=0.5$
They are adding this condition because previous method could not detected dark and yellow color. Previous method problem is the range of R -value is from 4 to 255 , the range of B -value is from 1 to 200, and the range of $G$ value is from 1 to 255. It shows some agreement with Kovac's rule which is that a pixel is considered as skin pixel if $R>G$ and $R>B$ and $B<200$. However, this rule is still unable to detect some dark skin colour and yellow like colour which is detected as skin colour.

By considering the aforementioned issues, a new method has been developed based on painting colour concepts and colour ratio, which is based on colours mixing to produce new colour. This means some ratio of RGB has been taken to develop a new skin colour rule. The sum of R, G,B
and distance between R and G , and B values were observed based on ratio. The histogram of ratio of difference between R and G over the sum of R and G , and the ratio of B over sum of R and $G$ are plotted from skin pixel of training dataset. Then they are adding two conditions.
$0.0<=\frac{R-G}{R+G}<=0.5$ and $\frac{B}{R+G}<=0.5$

But in this paper adding this they are overcome previous paper problems. After adding this, this method gives better accuracy than previous paper.

### 2.3 Nonparametric Skin detection model

Nonparametric skin detection model is to estimate skin color distribution from the training data without deriving an explicit model of the skin color. Using this key idea nonparametric method find the skin color. It is very useful method for face reorganization. The result of these methods sometimes is referred to as construction of Skin Probability Map (SPM) [12], [29] assigning a probability value to each point of a discredited colorspace. In this section we discuss about this. Two clear advantages of the non-parametric methods are i. they are fast in training and usage and ii. They are theoretically independent to the shape of skin distribution. The disadvantages are much storage space required and inability to interpolate or generalize the training data.

### 2.3.1 Normalized lookup table

Normalized lookup table worked on histogram of 2D and 3D color image. The histogram of 2D and 3D image called normalized lookup table (LUT). The colorspace (usually, the chrominance plane only) is quantized into a number of bins, each corresponding to particular range of color component value pairs (in 2D case) or triads (in 3D case). Bins of histogram stores the number of times this particular color occurred in the training skin images. After training, the histogram counts are normalized, converting histogram values to discrete probability distribution. Many researchers work with this algorithm [2],[15],[20],[19],[30].
$\mathrm{P}_{\text {skin }}(\mathrm{c})=\frac{\operatorname{skin}(c)}{\text { Norm }}$

In this equation skin value is skin(c). From histogram bin they get skin(c) value. Then they normalize this value. The normalized values of the lookup table bins constitute the likelihood that the corresponding colors will correspond to skin.

### 2.3.2 Bayes Classifier

To find skin color, Bayes classifier use normalized lookup table (LUT) histogram bins. In this method, skin value computed from skin and non skin pixel value. Using this value they are computed skin pixel.

The value of Pskin(c) computed in (LUT) is actually a conditional probability $\mathrm{P}(\mathrm{c} \mid$ skin $)-\mathrm{a}$ probability of observing color c , knowing that we see a skin pixel. A more appropriate measure for skin detection would be $\mathrm{P}($ skin|c) - a probability of observing skin, given a concrete c color value. To compute this probability, the Bayes rule is used:
$P($ skin $\mid c)=\frac{P(\text { c|skin }) P(\text { skin })}{P(c \mid \text { skin }) P(\text { skin })+P(c \mid \neg \text { skin }) P(\neg \text { skin })}$
$\mathrm{P}(\mathrm{c} \mid$ skin $)$ and $\mathrm{P}(\mathrm{c} \mid$ ᄀskin) are directly computed from skin and non-skin color histograms of normalized lookup table(LUT). The prior probabilities P (skin) and $\mathrm{P}(\neg$ skin $)$ can also be estimated from the overall number of skin and non-skin samples in the training set [13], [2], [26]. An inequality $\mathrm{P}($ skin $\mid \mathrm{c})>=\odot$, where $\odot$ is a threshold value, can be used as a skin detection rule [13]. Receiver operating characteristics curve [31] shows the relationship between correct detections and false detections for a classification rule as a function of the detection threshold. For computing threshold in Bayes classifier used below equation:
$\frac{\mathrm{P}(\mathrm{c} \mid \text { skin })}{\mathrm{P}(\mathrm{c} \mid \neg \text { skin })}>$ Threshold

Where threshold computed from below equation:

Threshold $=\mathrm{K} * \frac{1-P(\text { skin })}{P(\text { skin })}$

This shows, why the choice of prior probabilities does not affect the overall detector behavior for any prior probability $\mathrm{P}($ skin $)$ it is possible to choose the appropriate value of K , that gives the same detection threshold $\odot$. It is also clear, that maximum likelihood (ML) and maximum a posteriori (MAP) Bayes classification rules compared in [2] are equivalent to with different threshold values.

Using Bayes we can easily find the face region. Bayes classifier gives higher accuracy then other skin detection work. It is a good method for skin detection.

### 2.3.3 Self Organizing Map

Self-Organizing Map (or SOM), devised by Kohonen in 80 's is now one of the most popular types of unsupervised artificial neural network. In [4] a SOM-based skin detector was proposed. Two SOM's - skin-only and skin + non-skin were trained from a set of about 500 manually labeled images. The detectors performance was tested on the authors training/test images set and famous Compaq skin database [13]. Several colorspaces (normalized RGB, Hue-Saturation, cartesian Hue-Saturation and chrominance plane of TSL) were tested with SOM detector. The results have shown that SOM skin detectors do not exhibit vivid performance change when using different colorspaces. The SOM performance on the authors dataset is marginally better than Gaussian mixture model, while for the Compaq database the SOM performance is inferior to the RGB histograms used in [13]. The authors stress out that SOM method needs considerably less resource than histogram and mixture models and is efficiently implemented for run-time applications by the means of SOM hardware.
It has mainly been used to find patterns in and classify high dimensional data, although it works equally as well with low dimensional data. The basic SOM consists of a 2-dimensional lattice $L$ of neurons. Each neuron $\eta_{i} € L$ has an associated codebook vector $\mu_{i} € R^{n}$. In what follows $n=2$ although in other applications $n$ is often much larger. The lattice is either rectangular or hexagonal, with connections within $L$ determining the neighborhoods of a given neuron. Training the SOM involves first randomly initializing all the codebook vectors and then sequentially presenting each training sample. We first fix a metric ton $L$, usually Euclidean or Manhattan.

Each $\mathrm{V} € \mathrm{R}^{\mathrm{n}}$ is presented as an input vector to all neurons in the network, and twinning neuron $\eta_{c}$ with codebook vector $\mu_{c}$ is determined so that
$\left\|\mathrm{V}-\mu_{\mathrm{c}}\right\|=\min _{1 \leq i \leq k}\left\|\mathrm{~V}-\mu_{\mathrm{i}}\right\|$

Where, $k$ is the number of neurons in the network. The neurons in specific neighborhoods of the winning neuron then have their codebook vectors adjusted to be closer to the input vector according to a parameterized learning function. As training progresses, the learning rate and the size of the affected neighborhoods are decreased, and the lattice gradually forms a topologically ordered mapping (or feature map) of the training data. If necessary, a calibration phase then takes place, where labeled training data is sequentially presented to the SOM and, each time, the data label and index of the winning neuron recorded. Each neuron is then assigned the label of the type for which it 'fired' the most. Classification can then take place by presenting data and labeling with the label of the winning neuron each time.

### 2.4 Parametric skin detection mode

The most popular histogram-based non-parametric skin models require much storage space and their performance directly depends on the representativeness of the training images set. The need for more compact skin model representation for certain applications along with ability to generalize and interpolate the training data stimulates the development of parametric skin distribution models.

### 2.4.1 Single Gaussian

Results reported in the literature indicate that a single bivariate gaussian probability density function (pdf) can be used successfully as a model for the skin color, even when multiple ethnic groups are considered [32],[33],[34],[35]. The model can be obtained via the maximum likelihood criterion, which looks for the set of parameters (mean vector and covariance matrix) that maximizes the likelihood function. The likelihood function for a multivariate gaussian pdf
has a single maximum, and the estimates JL and 1: for the mean vector and the covariance matrix are obtained analytically and have well-known values given by the equation[36].
$\mu=\frac{1}{n} \sum_{k=1}^{n} x_{k}$
$\sum=\frac{1}{n} \sum_{k=1}^{n}\left(x_{k}-\mu\right)\left(x_{k}-\mu\right)^{t}$
Where, JL is the estimated mean vector, sum is the estimated covariance matrix, n is the number of observations in the sample set, and xk is the k th observation. The resulting gaussian pdf that fits the data is then [36].
$\mathrm{P}\left(\mathrm{x} \mid \mu, \sum\right)=\frac{1}{(2 \pi)^{1 / 2}\left(\operatorname{det}\left(\sum\right)\right)^{1 / 2}} * \exp \left(-\frac{1}{2} D^{2}\right)$
Where

$$
D^{2}=(x-\mu) \Sigma^{-1}(x-\mu)^{t}
$$

Is the square Mahalanobis distance and d is the dimensionality of the gaussian function ( $\mathrm{d}==2$ in our particular case). Figure 2 shows a plot of the function estimated from the sample data set with the application of this equation.

### 2.4.2 Mixture of Gaussians

A more sophisticated model, capable of describing complex-shaped distributions is the Gaussian mixture model. It is the generalization of the single Gaussian, the pdf in this case is:

$$
p(c \mid \text { skin })=\sum_{i=1}^{\kappa} \pi_{i} \cdot p_{i}(c \mid \text { skin })
$$

In this equation $k$ is the number of mixture components, pi are the mixing parameters, obeying the normalization constraint $\sum_{1}^{k} \pi i=1$ andp $i=1$ and $\mathrm{pi}(c \mid$ skin $)$ are Gaussian pdfs, each with its own mean and covariance matrix. Model training is performed with a well-known iterative technique called the Expectation Maximization (EM) algorithm, which assumes the number of
components $k$ to be known beforehand. The details of training Gaussian mixture model with EM can be found, for example in [9], [11]. The classification with a Gaussian mixture model is done by comparing the $p(c \mid s k i n)$ value to some threshold. The choice of the components number $k$ is important here. The model needs to explain the training data reasonably well with the given model on one hand, and avoid data over-fitting on the other. The number of components used by different researchers varies significantly from 2 [11] to 16 [13]. A bootstrap test for justification of $k=2$ hypothesis was performed in [9], in [11] $k=8$ was chosen as a good compromise between the accuracy of estimation of the true distributions and the computational load for thresholding [16], [18] have also used Gaussian mixture models.

### 2.4.3 Multiple Gaussian Clusters

Approximation of skin color cluster with three 3D Gaussians in YCbCr space is described in [22]. A variant of $k$-means clustering algorithm for Gaussian clusters performs the model training. The pixel is classified as skin, if the Mahalanobis distance from the color vector to the closest model cluster center is below a pre-defined threshold.

### 2.4.4 Elliptic Boundary Model

By examining skin and non-skin distributions in several colorspaces Lee and Yoo [37] have concluded that skin color cluster, being approximately elliptic in shape is not well enough approximated by the single Gaussian model. Due to asymmetry of the skin cluster with respect to its density peak, usage of the symmetric Gaussian model leads to high false positives rate. They propose an alternative they call an elliptical boundary model which is equally fast and simple in training and evaluation as the single Gaussian model and gives superior detection results on the Compaq database [13] compared both to single and mixture of Gaussians . The elliptical boundary model is defined by below equation.

$$
\Phi(\mathrm{c})=(\mathrm{c}-\phi)^{T} \Lambda^{-1}(\mathrm{c}-\phi)
$$

The model training procedure has two steps - first, up to $5 \%$ of the training color samples with low frequency are eliminated to remove noise and negligible data. Then, model parameters ( $\Phi$ and L) are estimated by

$$
\begin{array}{ll}
\Phi=\frac{1}{n} \sum_{i=1}^{n} c_{i} ; & \Lambda=\frac{1}{N} \sum_{i=1}^{n} f_{i} \cdot\left(\mathrm{c}_{i}-\mu\right)\left(\mathrm{c}_{i}-\mu\right) \\
\mu=\frac{1}{N} \sum_{i=1}^{n} f_{i} c_{i} ; & \mathrm{N}=\sum_{i=1}^{n} f_{i}
\end{array}
$$

Where $n$ is the total number of distinctive training color vectors $c i$ of the training skin pixel set (not the total samples number!), and $f i$ is the number of skin samples of color vector $c i$. Pixel with color $c$ is classified as skin in case when $\Phi(c)<\theta$, where q is a threshold value. The authors claim that their model approximates the skin cluster better, because the data skew does not affect the model centroid $\Phi$ calculation.

All described parametric methods operate in colorspace chrominance plane, ignoring the luminance information. Of course, since an explicit distribution model is used, a question of model validation arises. Obviously, the goodness of fit is more dependent on the distribution shape, and therefore colorspace used, for parametric than for non-parametric skin models. This is clearly visible in the results of [11], [37], where the model performance varies significantly from colorspace to colorspace. Only several authors have included theoretical justification for the validity of models they used. [38] has shown that skin color distribution of a single person under fixed lighting conditions in normalized RGB space obeys Gaussian distribution. [9] have justified the hypotheses of skin data normality in CIELuv space and validity of two-component Gaussian mixture model by statistical tests. Others relied whether on the observation of nearly elliptic shape of the skin chrominances cluster in the colorspace they used (to employ single Gaussian model or similar), or its clearly non-elliptical shape (to employ mixture of Gaussians or several Gaussian clusters) with further model performance evaluation as the acceptance criterion [11], [37], [18].

### 2.5 Dynamic skin detection model

A family of skin modelling methods was designed and tuned specifically for skin detection during face tracking. This task makes skin detection different from the static images analysis in several aspects. First, in principle, the skin model can be less general (more specific) - i.e. tuned for one concrete person, camera or lighting. Second, initialization stage is possible, when the face region is discriminated from background by different classifier or manually. This gives a possibility to obtain skin classification model that is optimal for the given conditions (person, camera, lighting, background). Since there is no need for model generality, it is possible to reach higher skin detection rates with low false positives with this specific model, than with general skin color models, intended to classify skin in totally unconstrained images set [13]. On the other hand, skin color distribution can vary with time, along with lighting or camera white balance change, so the model should be able to update itself to match the changing conditions. Also, model training and classification time becomes extremely important here, for the skin detection system must work at real-time, consuming little computing power.

To summarize the most important properties of skin color model for face tracking: first, it should be fast in both training and classification and second, it should be able to update itself to changing conditions. Minding these aspects, many researches turn to simple parametric skin modelling - it is easily updated to distribution change, is acceptably fast (except for manycomponent mixture of Gaussians) and needs little storage space. The high false positives rate -a usual companion of parametric skin modelling, is less a problem here. The need for specific, not general skin color model permits achievement of good classification performance. Among nonparametric models, the histogram-based LUT is popular for face tracking tasks, thanks to its simplicity and high training and working speed.

A number of methods for skin color distribution recalculation were proposed: online Expectation Maximization [16], dynamic histograms [15], [39], [19], Gaussian distribution adaptation [9]. Several authors have investigated how the color of a single person should be modeled and how it varies with lighting change. The hypothesis of unit model Gaussian distribution of one person's skin color under fixed lighting was justified in [9]. A special study on skin color change under different lighting conditions was made by [40] and [41].

Another promising method appeared recently, which is not included in this table, is automatic construction of a colorspace and an explicitly defined skin cluster in it [42], [43]. The authors have achieved results that outperform Bayes SPM classifier in RGB space for their dataset, giving significantly lower false positives rate (around $6 \%$ against $22 \%$ ) and almost equal false negatives (around 5\%).

### 2.6 Other Work

There are lots of work have been done in previous about skin detection like using frequency, Logical Binary Pattern.

### 2.7 Summery

In this chapter we discuss about the previous work about skin detection. We discuss about how they detect skin color. We discuss about the all of method previous. Then we develop our idea about skin detection.

## Chapter 3

## Description of our proposal work

In this chapter, we have described the computer vision based 2-D skin recognition system .Section
\# 3.1 represented our process of our proposed work.
\# 3.2 represented our algorithm
\# 3.3 represented where we develop this algorithm
\# 3.4 represented why we develop this algorithm
\# 3.5 represented how we have compared the accuracy between our algorithms to other establish algorithm for finding skin values.

### 3.1 Process of Our Proposed Method

### 3.1.1 General Description

Skin value is very important to find out the human identity individually. There are so many algorithms to find out the skin value. But sometimes it more difficult to execute for others or more difficult to understand. But our algorithm is easier than others algorithm which is easy to execute. We can define skin value and non skin value from an image.

Here we generated our code using Mathlab7. It makes easy to find values which are needed to our experiment with low time complexity.

We had worked a 2-D images data set.

### 3.1.2 Find RGB value

In this section, we had found the RGB values of our data set which contains 120 images. Then we found out which pixel was how much hit. For example in Red, 122 number pixels are hited 425 times that means at that point for general image we can get skin. For Green, 211 number pixels are hited 321 times that means at that point for general image we can get skin. For Blue, 159 number pixels are hited 245 times that means at that point for general image we can get skin. Then we make a excel sheet to see that which pixel how much hited which helps to compare the probability which pixels are skin and which pixels are non skin.

### 3.1.3 Fixed skin range

When we found the $\mathrm{r}, \mathrm{g}$, b values and which pixels how much hit. After analysis the excel sheet we tried to fix the range which can help us to find out the skin value. We applied different types of range to fix the skin range.

For example
\{
$\mathrm{R}<100$ and $\mathrm{G}<20$ and $\mathrm{B}<15$
Then we can tell it skin pixels
)

### 3.2Our Algorithm

INPUT: RGB 2-D color image
OUTPUT: Skin image for original image

## Begin :

for (i=0 TO row) do
for ( $\mathrm{j}=0 \mathrm{TO}$ colum ) do
if ( satisfy RGB range condition ) then

```
    New set =[R,G,B]
        if (difference R&& G > limit ) then
        if (ration between G and (R+G) < limit ) then
            if (ration between B and (R+G) < limit ) then
                Skin image (i,j,white)
                    end if
                    end if
            end if
            end if
        end for
end for
```


### 3.2.1 Explanation Algorithm to Detect Skin

1. Load an image;
2. Declare an array for $\mathrm{R}, \mathrm{G}, \mathrm{B}$ values which are not considered for finding skin value according to experimental sheet;
3. Make an image which contains zero values with row and Colum;
4. Then find $\mathrm{R}, \mathrm{G}, \mathrm{B}$ values from our original image with its co ordinates ( $\mathrm{x}-\mathrm{axis}$ and $\mathrm{y}-\mathrm{axis}$ );
5. set our condition with range;
6. Set an new image according to skin value which was found after giving condition

### 3.2.2 Matching algorithm

Input: Skin image from data set and our applying method skin image
Output: Accuracy percentage respect to data set skin image

## Begin:

get co- ordinate $=($ find data _set_image $==1)$
get co- ordinate $=($ find data _set_image $==1)$
Count $=0$
for $i=0$ to numel ( $x$ ) do
if $\sim$ isempty(find (matching "1") then
Count ++
end if
end for
return [ count / numel] *100
Description:

1. Load a particular skin image from our data set and our new skin image;
2. Find out the value " 1 " from both images;
3. Check the similarity according to axis ( x - axis and y -axis);
4. Then counted " 1 " which had been matched;
5. Total accuracy;

### 3.2.3 How to our algorithm described by an image

## Step \#1

Load an image from data set


Figure 3.1: 2D color image

Step \#2
Set it black


Figure 3.2: Black image of 2D color image

## Step \#3

Set skin value only


Figure 3.3: 2D color image applying our method
3.2.4 How to work our matching algorithm described by an (11*10) matrix

## Matrix 1

Table 3.1: Suppose it's a database skin image matrix

| 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 0 |

## Matrix 2

Table 3.2: Suppose it's our skin image matrix

| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |

Then our matching algorithm compare between two matrixes by axis. Where it's finding 1 with same co ordinate of two matrixes then it's counted. And find accuracy

### 3.3 Where we develop this algorithm

### 3.3.1 Previous algorithm condition

In this segment we have described why we developed our algorithm. Generally we developed some previous algorithm and give some new condition. At first we developed the The Kovac model [1], Swift's rule [6],Ghazali Osman [7] ,saleh [5] Here is those his algorithm

## The Kovac model

Pixel is skin color pixel if:
Rule 1: $R>95$ and $G>15$ and $B>20$ and
Rule 2: $\operatorname{Max}(R, G, B)-\operatorname{Min}(R, G, B)>15$ and

Rule 3: $|R-G|>15$ and
Rule 4: $R>G$ and $R>B$

## Swift's rule:

Pixel is not skin colour pixel if:
$B>R, G<B, G>R, B<1 / 4 R$ or $B>200$

## Ghazali Osman model:

He just added a new condition with the Kavoc algorithm.
The new condition is

$$
0.0<((\mathrm{R}-\mathrm{G}) /(\mathrm{R}+\mathrm{G}))<=.5 \&(\mathrm{~B} /(\mathrm{R}+\mathrm{G})<=.5)
$$

## Saleh model

Finally, a very simple rule was introduced by Saleh which consider only the value of $R$ and $G$. This rule defines that a pixel is skin pixel when $R-G$ is greater than 20 and less than 80 . That means the range of $R$ is from 21 to 255 , while the range of $G$ is from 0 to 234 . This rule Does not consider a present of $B$-value which contributed to the whitish color. This rule is also unable to detect dark skin color or skin cover under shadow, and yellow like color and redder colour problems which is detected as skin pixel.

### 3.3.2 Our condition

$R>100 \& \& G>20 \& \& B>20$
$\mathrm{V}=[\mathrm{R}, \mathrm{G}, \mathrm{B}]$;
((Mean (v) $-\min (\mathrm{v}))>15)$

$$
\begin{aligned}
& (\mathrm{abs}(\mathrm{R}-\mathrm{G})>15 \& \& \mathrm{R}>\mathrm{G} \& \& \mathrm{R}>\mathrm{B}) \\
& \text { if }(\mathrm{abs}(\mathrm{R}-\mathrm{G})<=120 \& \& \mathrm{~B}<\mathrm{R} \& \& \mathrm{G}<\mathrm{R}) \\
& (0.0<((\mathrm{R}-\mathrm{G}) /(\mathrm{R}+\mathrm{G}))<=.5 \&(\mathrm{~B} /(\mathrm{R}+\mathrm{G})<=.5)) \\
& (\mathrm{R} \sim=\text { Red_not_count_pixel }) \\
& \quad(\mathrm{G} \sim=\text { Green_not_count_pixel }) \\
& \quad(\mathrm{B} \sim=\text { Blue_not_count_pixel })
\end{aligned}
$$

### 3.4 Why we develop this algorithm

### 3.4.1 Range changed

In our algorithm we at first changed the range of $\mathrm{R}, \mathrm{G}, \mathrm{B}$. we give a condition like this $\mathrm{R}>100$ \&\& $\mathrm{G}>20$ \& \& $\mathrm{B}>20$. Because we saw from our training sheet result that for RED in below 100 pixels and for Green in below 20 and for Blue in below 20 every pixels are hit but its total value are not significant .That means those pixels possibility is low to get found a skin values .so we modified it .Another interesting part for this range here we can see Green and Blue both are also greater than 20 .The reason is from our experimental result, we can see the change of pixel value and hit of pixels values are nearly same. If we fix this range then we can maximize our skin pixel values

### 3.4.2 Condition changed

In this condition, we use mean value instead of max value. If we use max value of RGB then here create some problems. Because when use max function to find the maximum value for the RGB and subtract its minimum value then there are maximum range value included in the skin value pixels which are not found generally as skin pixel in different image. But when we use mean or average value function then what value we get that difference of minimum value is less than the previous condition. That's why we get specific value of skin which has maximum counted as skin pixels value.

### 3.4.3 Our proposed rule

We developed the previous condition and also give new rules to find skin value which has a significant effect on our accuracy. Our proposed rules are

$$
\begin{aligned}
& \text { (R~=Red_not_count_pixel ) } \\
& \text { (G~=Green_not_count_pixel ) } \\
& \text { (B~=Blue_not_count_pixel ) }
\end{aligned}
$$

Red_not_count_pixel : This is an array which contains
Red_not_count_pixel =[232,233];
That's pixel value.
Green_not_count_pixel : This is an array which contains
Green_not_count_pixel=[41,42,43];
Blue_not_count_pixel: This is an array which contains
Blue_not_count_pixel=[24,25,26, 241,242,243,244,245,246,247];

We remove this values from our RGB array .Because we saw that the after fix the range that values insert our skin value array though it has no significant effect our skin image .But that
values takes down our accuracy blew the previous accuracy for that value show no skin color as a skin color .For that our algorithm significantly affected and didn't find out the skin image preciously. For that we created that condition and add this condition in our code and we get a very good result and good accuracy also which very much good than other skin image accuracy.

### 3.4 Compute the accuracy

At first we find out the " 1 " from our data set image and the find out the " 1 " from our new skin image. Then its compare with the axis. Where get the similar value then its store an array which is automatic update when its gets the similar values with similar axis. Generally there are matching algorithm to find out a particular skin image accuracy .By this algorithm we find out the true positive and true negative number .It also can find out false positive number and false negative number .Anyone who want to find out the accuracy an binary image can use our algorithm . It helps a lot to anyone .Because it's very easy logic and its time complexity is very low which is non-considerable.

## Chapter 4

## Experimental Performance and Result Analysis

In this chapter we will discuss about experimental performance and result analysis. In section 4.1 we will discuss about the image and image dataset that we use in our work. In section 4.2 we will discuss about count RGB value from 2D color image and histogram of this value. In section 4.3 we will discuss about our work result analysis. In section 4.4 we will discuss about the performance and compare with other method.

### 4.1 Image and dataset

For our work we use 2D color image. In below figure we show the information of an image that we use in out thesis.

| $\gg$ whos |  |  |  |
| :--- | :---: | ---: | :--- |
| Name | Size | Bytes | Class |
|  |  |  |  |
| B | $1 \times 1$ | 1 | uints array |
| G | $1 \times 1$ | 1 | uints array |
| I | $180 \times 150 \times 3$ | 81000 | uints array |
| R | $1 \times 1$ | 1 | uints array |
| final_image | $180 \times 150$ | 216000 | double array |
| i | $1 \times 1$ | 8 | double array |
| j | $1 \times 1$ | 8 | double array |
| v | $1 \times 3$ | 3 | uints array |

Grand total is 108008 elements using 297022 bytes
$\gg 1$

Figure 4.1: Information that show all details

Fig describes the size, class and space for a single image that we use for our thesis. It all matrix size we use for single image. It also describes class and space of this image.

For our method we use "UChile" database data. Using this database image we complete our work.

### 4.2 RGB value count and Histogram

From 127, 2D color image we collect RGB hits value using MATLAB7. Using this value we generated histogram.

### 4.2.1 R_value Count and Histogram

Using matlab we count R pixel hits. Then we create histogram to find our condition.


Figure 4.2: Histogram of R pixel hit count

In this histogram we see that hits in pixel 1 to 96 is zero. For this we skip this pixel and the hit in pixel 236 is very low. So we also skip this pixel. Then we develop an algorithm according this.

### 4.2.2 G_value Count and Histogram

Using matlab we count G pixel hits. Then we create histogram to find our condition


Figure 4.3: Histogram of G pixel hit count

In this histogram we see that hits in pixel 1 to 40 is zero. For this we skip this pixel and the hit in pixel $41,42,43$ is very low. So we also skip this pixel. Then we develop an algorithm according this.

### 4.2.1 B_value Count and Histogram

Using matlab we count R pixel hits. Then we create histogram to find our condition.


Figure 4.4: Histogram of B pixel hit count

In this histogram we see that hits in pixel 1 to 23 is zero. For this we skip this pixel and the hit in pixel 23 to 36 is very low. So we also skip this pixel. Then we develop an algorithm according this.

### 4.3 Result Analysis

For 33 image of the data set we get below accuracy of our method. For find accuracy we build a new algorithm. Using this algorithm we find the accuracy of our method and previous method. Then we compare our result with other method. It will discuss in section 4.4. In this section we will discuss about accuracy of our method.

Below table describe our method true positive result:
Table 4.1: Result

| Rule | TP(\%) | FP(\%) |
| :--- | :--- | :--- |
| Kovac | 81.46 | 16.76 |
| Saleh | 84.40 | 19.08 |
| Swift | 87.67 | 40.24 |
| Ghazali Osman | 91.22 | 37.84 |
| Bayes SPM in RGB | 80 | 8.5 |
| Maximum Entropy Model in <br> RGB | 80 | 8 |
| SOM in TS | 78 | 32 |
| Our propose method | 91.63 | 42.36 |

### 4.4 Compare and Performance

Our method gives better result than other method. In our method we work on UChile dataset. Other method also works on UChile dataset. Compare to other rule our rule gives better result.

The performance of our method is better than other method. We checked it applying other method. The overall performance of our method is better than Kovac, Saleh, Swift, Ghazali Osman rule.

Example image set:


Figure 4.5: Set of image

Applying our method


Figure 4.6: Set of image after applying our method

## Chapter 5

## Conclusion

In this chapter, we have summarized our work. This chapter contains two sections. In section 5.1 we will discuss summery. In section 5.2 represents future work

### 5.1Summery

Here, we have described skin recognition pattern and its accuracy. We have used 2D image for experiment .we used mathlab to find out the experimental value and its accuracy .we used different images to represent skin image where each image has different skin value. But we tried to fix a RGB range which helped us to detect skin image for all images. We developed some algorithm and also included a new rule to fix a skin image.

For fix the range we had to find out the RBG count list that mean which pixels how much hit and made a excel sheet by them and histogram. Then we used different range to fix skin .We generally Fix the range based on significant hits values pixel.

Then use fixed a suitable range for RGB to detect skin and make new image according to the value we got after those condition. And we get satisfactory accuracy.

Sometimes our algorithm cannot fix the perfect skin image those problems are created when in an images contain more Red values or yellow values. When background color are same with skin color in this case our method not good like other image.

### 5.2 Future work

Now we have tried to fix where we get more Red values or yellow values so that our algorithm cannot take it as a skin value if we fix it then our accuracy will be more than $95 \%$. In future we try to solve yellow color problem which is not skin but detected as a skin color. We also try to solve background problem. When background color and skin color are same in this case our method cannot perform well. In future we solve this problem. In medical application, in future we try to find Jaundice disease using skin detection.
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## Appendix

## RGB hit pixel count

clc;
clear all;
$R \mathrm{R}=[]$
$\mathrm{GG}=[] ;$
$\mathrm{BB}=[] ;$

```
for i=1:44
    s = strcat(num2str(i));
```

    impath \(=\operatorname{strcat}(\mathrm{s}\), '.. ng' \(') ;\)
    \(\mathrm{IO}=\) imread(impath);
    \(\mathrm{RR}=\mathrm{IO}(:,:, 1) ;\)
    \(\mathrm{GG}=\mathrm{IO}(:,:, 2) ;\)
    \(\mathrm{BB}=\mathrm{IO}(:,:, 3) ;\)
    end
$\mathrm{m}=[]$;
for $I=1: 255$
$\mathrm{m}=[\mathrm{m}$ numel(find $(\mathrm{RR}==\mathrm{i}))]$;
end
$\mathrm{A}=\operatorname{find}(\mathrm{m}>0)$;
$\mathrm{B}=\mathrm{m}(\mathrm{A}) ;$
$\mathrm{C}=\left[\mathrm{A}^{\prime} \mathrm{B}\right.$ '];
dlmwrite('textred.csv',C);

```
d= [];
for i=1:255
d=[d numel(find(GG==i))];
end
Aa=find(d>0);
Bb= d(Aa);
Cc =[Aa' Bb'];
dlmwrite('textGreen.csv',Cc);
dd=[];
for i= 1:255
dd=[dd numel(find(BB==i))];
end
Aaa=find(dd>0);
Bb= dd(Aaa);
Ccc =[Aaa' Bb'];
dlmwrite('textBlue.csv',Ccc);
```


## Skin pixel detection

For general purpose:
clear all; clc;

I=imread('1.png');
final_image $=\operatorname{zeros}(\operatorname{size}(I, 1), \operatorname{size}(I, 2))$;

```
for i = 1:size(I,1)
    for j = 1:size(I,2)
        R = I(i,j,1);
        G = I(i,j,2);
        B = I(i,j,3);
        if(R > 100 && G > 20 && B > 20)
            v = [R,G,B];
                if((mean(v) - min(v)) > 15)
                if(abs(R-G)> 15 && R > G && R > B)
                    if (abs(R-G)<=120 && B<R & & G}<\textrm{R}
                    if}(0.0<((\textrm{R}-\textrm{G})/(\textrm{R}+\textrm{G}))<=.5 & (\textrm{B}/(\textrm{R}+\textrm{G})<=.5)
                    final_image(i,j)= 1;
                end
                    end
```

                end
                end
    end
    end
    end
figure, imshow(final_image);
imwrite(final_image,'1b1.png');

## Some special case

clear all;
clc;

```
I=imread('1.png');
\% figure,imshow(I);
```

Red=[232,233];
Green=[41,42];
Blue $=[24,25,241,242,243,244,245,246,247] ;$
final_image $=$ zeros $(\operatorname{size}(\mathrm{I}, 1), \operatorname{size}(\mathrm{I}, 2))$;
for $\mathrm{i}=1: \operatorname{size}(\mathrm{I}, 1)$
for $\mathrm{j}=1$ :size $(\mathrm{I}, 2)$
$\mathrm{R}=\mathrm{I}(\mathrm{i}, \mathrm{j}, 1) ;$
$\mathrm{G}=\mathrm{I}(\mathrm{i}, \mathrm{j}, 2) ;$
$B=I(i, j, 3) ;$
$\mathrm{if}(\mathrm{R}>100 \& \& \mathrm{G}>20 \& \& \mathrm{~B}>20)$
$\mathrm{v}=[\mathrm{R}, \mathrm{G}, \mathrm{B}] ;$
$\operatorname{if}((\operatorname{mean}(\mathrm{v})-\min (\mathrm{v}))>15)$
if(abs(R-G) > 15 \&\& R > G \& \& R > B)

```
                        if (abs(R-G)<=120 && B<R & & G<R)
                        if}(0.0<((\textrm{R}-\textrm{G})/(\textrm{R}+\textrm{G}))<=.5 & (B/(R+G)<= .5)
                if(R~=Red )
                    if(G~=Green)
                        if(B~=Blue)
                    final_image(i,j) = 1;
                    end
                    end
                        end
                    end
                    end
                    end
                end
            end
        end
end
figure, imshow(final_image);
imwrite(final_image,'1b1.png');
```


## Ture Positive

clear all; clc;

```
I = imread('9b.png');
```

```
I = im2bw(I);
I1 = imread('9b2.png');
I1 = im2bw(I1);
[x,y]=find(I = = 1 );
[x1,yl]=find(Il = = 1);
flag =0;
for i=1:numel(x1)
if ~isempty(find (x==x1(i) & y==y1(i), 1))
flag = flag+1;
end
end
disp((flag/numel(x1)) *100);
```


## False Positive

clear all;
clc;
$\mathrm{I}=\operatorname{imread}($ '37.png');
$\mathrm{I}=\mathrm{im} 2 \mathrm{bw}(\mathrm{I}) ;$
I1 = imread('37b1.png');
$\mathrm{I} 1=\mathrm{im} 2 \mathrm{bw}(\mathrm{I} 1) ;$
$[\mathrm{x}, \mathrm{y}]=\operatorname{find}(\mathrm{I}==0) ;$
$[\mathrm{x} 1, \mathrm{y} 1]=\mathrm{find}(\mathrm{I} 1==1)$;

```
flag=0;
for i=1:numel(x1)
    if ~isempty(find (x==x1(i) & y==y1(i), 1))
    flag = flag+1;
    end
end
disp((flag/numel(x1)) *100)
```
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## Appendix

## RGB hit pixel count

clc;
clear all;
$R \mathrm{R}=[]$
$\mathrm{GG}=[] ;$
$\mathrm{BB}=[] ;$

```
for i=1:44
    s = strcat(num2str(i));
```

    impath \(=\operatorname{strcat}(\mathrm{s}\), '.. ng' \(') ;\)
    \(\mathrm{IO}=\) imread(impath);
    \(R \mathrm{R}=\mathrm{IO}(:,:, 1) ;\)
    \(\mathrm{GG}=\mathrm{IO}(:,:, 2) ;\)
    \(\mathrm{BB}=\mathrm{IO}(:,:, 3) ;\)
    end
$\mathrm{m}=[]$;
for $I=1: 255$
$\mathrm{m}=[\mathrm{m}$ numel(find $(\mathrm{RR}==\mathrm{i}))]$;
end
$\mathrm{A}=\operatorname{find}(\mathrm{m}>0)$;
$\mathrm{B}=\mathrm{m}(\mathrm{A}) ;$
$\mathrm{C}=\left[\mathrm{A}^{\prime} \mathrm{B}\right.$ '];
dlmwrite('textred.csv',C);

```
d= [];
for i=1:255
d=[d numel(find(GG==i))];
end
Aa=find(d>0);
Bb= d(Aa);
Cc =[Aa' Bb'];
dlmwrite('textGreen.csv',Cc);
dd=[];
for i= 1:255
dd=[dd numel(find(BB==i))];
end
Aaa=find(dd>0);
Bb= dd(Aaa);
Ccc =[Aaa' Bb'];
dlmwrite('textBlue.csv',Ccc);
```


## Skin pixel detection

For general purpose:
clear all; clc;

I=imread('1.png');
final_image $=\operatorname{zeros}(\operatorname{size}(I, 1), \operatorname{size}(I, 2))$;

```
for i = 1:size(I,1)
    for j = 1:size(I,2)
        R = I(i,j,1);
        G = I(i,j,2);
        B = I(i,j,3);
        if(R > 100 && G > 20 && B > 20)
            v = [R,G,B];
                if((mean(v) - min(v)) > 15)
                if(abs(R-G)> 15 && R > G && R > B)
                    if (abs(R-G)<=120 && B<R & & G}<\textrm{R}
                    if(0.0<((R-G)/(R+G))<= .5 & (B/(R+G)<= .5))
                    final_image(i,j)= 1;
                end
                    end
```

                end
                end
    end
    end
    end
figure, imshow(final_image);
imwrite(final_image,'1b1.png');

## some special case

clear all;
clc;

I=imread('1.png');
\% figure,imshow(I);
Red=[232,233];
Green $=[41,42]$;
Blue $=[24,25,241,242,243,244,245,246,247]$;
final_image $=\operatorname{zeros}(\operatorname{size}(I, 1), \operatorname{size}(I, 2))$;
for $\mathrm{i}=1: \operatorname{size}(\mathrm{I}, 1)$
for $\mathrm{j}=1$ : $\operatorname{size}(\mathrm{I}, 2)$
$\mathrm{R}=\mathrm{I}(\mathrm{i}, \mathrm{j}, 1) ;$
$\mathrm{G}=\mathrm{I}(\mathrm{i}, \mathrm{j}, 2) ;$
$B=I(i, j, 3) ;$
if(R>100\&\& G>20\&\& B > 20)
$\mathrm{v}=[\mathrm{R}, \mathrm{G}, \mathrm{B}] ;$
$\operatorname{if}((\operatorname{mean}(\mathrm{v})-\min (\mathrm{v}))>15)$
if $(\operatorname{abs}(\mathrm{R}-\mathrm{G})>15 \& \& \mathrm{R}>\mathrm{G} \& \& \mathrm{R}>\mathrm{B})$
if $(\operatorname{abs}(\mathrm{R}-\mathrm{G})<=120 \& \& \mathrm{~B}<\mathrm{R} \& \& \mathrm{G}<\mathrm{R})$

```
                    if(0.0<((R-G)/(R+G))<= .5 & (B/(R+G)<= .5))
                                if(R~=Red )
                            if(G~=Green)
                                    if(B~=Blue)
                                    final_image(i,j)= 1;
                end
                    end
                    end
                    end
                    end
                    end
            end
        end
        end
end
figure, imshow(final_image);
imwrite(final_image,'1b1.png');
```


## Ture Positive

clear all;
clc;

I = imread('9b.png');
$\mathrm{I}=\operatorname{im} 2 \mathrm{bw}(\mathrm{I}) ;$

```
I1 = imread('9b2.png');
I1 = im2bw(I1);
[x,y]=find(I = = 1 );
[x1,y1]=find(I1 = = 1);
flag =0;
for i=1:numel(x1)
if ~isempty(find (x==x1(i) & y==yl(i), 1))
flag = flag+1;
end
end
disp((flag/numel(x1)) *100);
```


## False Positive

```
clear all;
clc;
\(\mathrm{I}=\) imread('37.png');
\(\mathrm{I}=\mathrm{im} 2 \mathrm{bw}(\mathrm{I})\);
I1 = imread('37b1.png');
\(\mathrm{I} 1=\mathrm{im} 2 \mathrm{bw}(\mathrm{I} 1) ;\)
\([\mathrm{x}, \mathrm{y}]=\operatorname{find}(\mathrm{I}==0) ;\)
\([\mathrm{x} 1, \mathrm{y} 1]=\mathrm{find}(\mathrm{I} 1==1)\);
flag \(=0 ;\)
```

for $\mathrm{i}=1$ :numel(x1)

```
    if ~isempty(find (x==x1(i) & y==y1(i), 1))
    flag = flag+1;
    end
end
disp((flag/numel(x1)) *100)
```

