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Abstract 

 

 

Conventional circuits dissipates power by losing bits of information whereas reversible 

circuit recovers bit loss through unique input-output mapping for all possible combination 

and logically dissipate zero heat. In addition, fault tolerant reversible circuit consists of only 

reversible parity preserving gates can detect faulty signal from its primary outputs. Moreover, 

Quantum  computers, more specifically quantum circuits requires their computational process 

maintain the reversibility during entire computation. On the other hand, use of sorting 

algorithms to manage large volume of data is increasing. In these consequences, this research 

studies the optimization of Selection sort, Bubble Sort, Merge Sort and Insertion Sort in 

reversible fault tolerant circuits composed of only reversible fault tolerant Fredkin gates. The 

proposed algorithm performs sorting among optimal implementations of designed essential 

functions to implement the reversible fault tolerant boolean function. The proposed 

optimization algorithm also considers both gate and quantum level circuit costs. First, 

reversible cost is reduced by considering adjacent gate pairs. Then, inner quantum structures 

of the gates are minimized. The proposed scheme is evaluated with respect to existing 

approaches which showed that the proposed method performs much and are much more 

scalable.  
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Chapter 1 

 

Introduction 

 

Moore's Law had kept it’s validity for decades where it has been stated that “the 

number of transistors on a chip doubled in a regular basis of every 18 to 24 months 

and along with that the chip's power dissipation increases simultaneously”. This 

gradual increase of power dissipation has now reached to a crucial stage that it has 

created a deem necessity of low-power designs with new technologies.  Reversible 

circuit could be the solution for this crisis. Reversible logic plays an extensively 

important role in low power computing[16] as it recovers from bit loss through unique 

mapping between input and output vectors[9]. 

However this can only solve bit loss problem not bit error. Hence along with 

reversible logic, fault tolerant logic has been used as it can check parity of essential 

function and can solve the bit error problem. 

 

Parity checking is a popular mechanism for detecting faulty signal. Reversible fault 

tolerant circuit based on reversible fault tolerant gates allows to detect faulty signal in 

the primary outputs of the circuit through parity checking [14]. 

 

Sorting algorithms is needed to manage large volume of data which is increasing 

rapidly. Optimization of sorting cost is much important for this reason. This research 

studies the optimization of Selection sort, Bubble Sort, Merge Sort and Insertion Sort 

in reversible fault tolerant circuits composed of only reversible fault tolerant Fredkin 

gates. The proposed algorithm performs sorting among optimal implementations of 

designed essential functions to implement the reversible fault tolerant boolean 

function. 
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1.1 Motivation 

In logic computation, every bit of information loss generates kTln2 joules of heat, 

where k is the Boltzmann constant and T is the absolute temperature of the 

environment [1]. Bennett showed that zero energy dissipation is possible if the 

circuit consists of only reversible gates [2]. Reversible circuit consists of only 

reversible gates recovers from bit loss through unique mapping between inputs and 

outputs. No bit loss property results less power dissipation [3]. Moreover, it is 

viewed as a special case of quantum circuit as quantum evolution must be reversible 

[4], [22]. Over the last twenty years, reversible computation gained remarkable 

interests in the development of highly efficient algorithms [3], [5], optimal 

architecture [6], 

 

[5], simulation and testing [7], [8], [21] DNA [23] and nano-computing [9], [10], 

[24] quantum dot cellular automata [11], [12], [17], discrete event simulation [25] 

and in the development of highly efficient algorithms [26] etc. In addition, fault 

tolerant circuit based on reversible fault tolerant gates detect faulty signal in low 

level through parity checking [3], [6], [7], [13]. Parity checking is probably the most 

easiest mechanisms for detecting single level fault. An entire circuit can preserve 

parity if its individual gate is parity preserving. Generally it is used to detect errors 

in the storage or transmission of information. If the parity of the input data is 

maintained throughout the computation, then the intermediate checking would not 

be required and the entire circuit can preserve parity if its individual gate is parity 

preserving [27]. 

 

1.2 Aims and Objectives 

The objectives of this study are summarized below: 

 To realize the reversible logic and reversible realization of any circuit in detail by 

examples and theories. 

 To recover bit loss or power through unique mapping. 

 Detect faulty signal through parity preserving gates. 

 Optimize the sorting cost. 
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1.3 Overview 

 

This document presents the implementation of different types of sorting algorithms 

including merge sort, selection sort, bubble sort, insertion sort with respect to 

reversible logic. We have proposed a synthesis process of reversible and fault 

tolerant circuit with improvement in terms of cost comparing with the existing 

designs. The different components are reversible fault tolerant computing, sorting, 

optimization, synthesis. 

 

1.4 Methodologies of Research 

 

While working on this research, the following important steps are followed: 

 First, understanding of reversibility, its importance in low power circuitry, the basics 

of fault tolerance, its synthesis, the basics of quantum computation, its synthesis, 

various existing reversible and fault tolerant logic gates along with the quantum  

equivalent realizations etc. 

 We took a decision whether to use garbage outputs or not for this synthesis 

algorithm. Here, instead of garbage outputs minimum number of bit lines has been 

used. 

 

 Designing various reversible and fault tolerant combinational circuits for existing 

and proposed essential function in order to calculate gate cost. 

 

 Designing 4 sorting algorithm to sort existing and proposed essential function and 

thus we get sorting cost for both methods. 

 

 Multiplying gate cost and sorting cost, finally we get the circuit cost to prove the 

efficiency of our proposed method. 
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1.5 Outline 

 

The next chapter (Chap.2) discusses the Background study i.e basic definition and 

literature overview relating to reversible and fault tolerant computing. The study 

includes understanding of the reversible and fault tolerant logic gates along with 

their quantum equivalent realizations and applications. It also includes definition of 

used sorting algorithms which are selection sort, bubble sort, merge sort, insertion 

sort. 

Chap.3 briefly discusses about the existing synthesis process with their performance 

and evaluation. Chap. 4 introduces several components of proposed sorting 

algorithms and also lock diagrams of fredkin and toffoli gate applying proposed 

essential function. Chap.5 illustrates the performance evaluation of the proposed 

method. Chap. 6 finally discussed about Conclusions and Future work. 

 

 

1.6 Summary 

 

This chapter demonstrates motivations and objective of this thesis. Then the 

methodologies of the research that is being followed are discussed here. A brief 

elementary instructional text of remaining chapters of this thesis have also been 

described. 
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Chapter 2 

 

Background Study 

 

This chapter introduces the basic definition and properties which are related with 

reversible and fault tolerant logic and different sorting methods. In this chapter, 

reversibility is apprised and how reversibility solve the loss of bit pattern and bit error 

problem is also shown as well as popular of reversible logic gates. Besides calculation 

of quantum cost of different reversible logic gate is also presented here. 

 

2.1 Why Reversible: 

 

Losing information in a circuit causes losing power. Information lost when the input 

vector cannot be uniquely recovered from the output vector of a combinational circuit. 

Interest in reversible computation arises from the desire to reduce this dissipation. 

Reversible computing is the path to future computing technologies, which all happen 

to use reversible logic. In addition, reversible computing will become mandatory 

because of the necessity to decrease power consumption. 

 

2.2 Reversible Gate 

 

An n×n reversible gate is a data stripe block that uniquely maps between input vector 

Iv = (I0,I1, ..,.In−1) and output vector  Ov = (O0 ,O1, . . . ,On−1) denoted as Iv ↔Ov. 

Two prime requirements for the reversible logic circuit are as follows [14]: 

 There should be equal number of inputs and outputs. 

 There should be one-to-one correspondence between inputs and outputs for all 

possible input-output sequences. 
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RG
…

…

…

I0

I1

In-1

O0

O1

On-1

…

…

…

 

Fig. 2.1: A n × n Reversible Gate 

 

2.3 Garbage Output 

 

Every gate output that is not used as input to other gates or as a primary output is 

known as garbage. Unused output of a reversible gate (or circuit) is known as garbage 

output, i.e., the output which are needed only to maintain the reversibility are the 

garbage output. 

 

FG
a
b

P=a
Q=a   b

 

 

Fig. 2.2: A Reversible Gate with One Garbage Output 

 

2.4  Quantum Cost 

 

Every quantum circuit is built from 1 × 1 and 2 × 2 quantum primitives and its cost is 

calculated as a total sum of  2 × 2 gates used since 1 × 1 gate costs nothing i.e. zero. 

Basically the quantum primitives are matrix operation which is applied on qubits 

state. All the gates of the form 2 × 2 has equal quantum cost and the cost is unity i.e. 1 

[15]. Since every reversible gate is a combination of 1 × 1 or 2 × 2 quantum gate, 

therefore the quantum cost of a reversible circuit calculates the total number of 2 × 2 

gates used. The quantum cost of  Feynman gate in Fig. 2 is 1 and the quantum cost of 

Feynman Double gate in Fig. 3 is 2. 
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2.5  Fault Tolerant Gate 

 

A Fault tolerant gate is a reversible gate that constantly preserves same parity between 

input and output vectors. Such parity-preserving reversible gates, when used with an 

arbitrary synthesis strategy for reversible logic circuits, allow any fault that affects no 

more than a single logic signal to be detectable at the circuit's primary outputs.  More 

specifically, an  n × n fault tolerant gate clarify the following 

Property between the input and output vectors [12]: 

  

I0 ⊕ I1 ⊕ I2 ⊕…. In-1= O0 ⊕ O1⊕ O2….. On−1                      (2.1) 

where  I0, I1, .., In−1 are input vectors and O0, O1, . . . ,On−1 are output vectors. 

Parity preserving property of Eq.1 allows to detect a faulty signal from the circuit’s 

primary output. Researchers [11],[12], [15], [28] have showed that the circuit consist 

of only reversible fault tolerant gates preserves parity and thus able to detect the faulty 

signal at its primary output. 

 

 

2.6 Popular Reversible Fault Tolerant gates used for proposed 

method 

 

2.6.1 Feynman Double Gate 

Input vector (Iv) and output vector (Ov) for 3 × 3 reversible Feynman double gate 

(F2G) is defined as follows [16]: Iv = (a, b, c) and Ov = (a, a⊕ b, a⊕c). Block 

diagram of F2G is shown in Fig. 3(a). Fig. 3(b) represent the quantum equivalent 

realization of F2G. From Fig. 3(b) we find that it is realized with two 2×2 Ex-OR 

gate, thus its quantum cost is two.  Fig. 3(c) represents the corresponding timing 

diagram of F2G [29]. 
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F2G

a

b

P=a

c R=a   c

Q=a   b

 

(a) 

P=a

R=a   c

Q=a   b

a

b

c

 

(b) 

 (c) 

Fig. 2.3: Reversible 3x3 Feynman double gate (a) Block diagram (b) Quantum 

equivalent realization (c) Timing Diagram 

 

2.6.2  Fredkin Gate 

 

The basic Fredkin gate [1] is a controlled swap gate that maps three inputs (C, I1, I2) 

onto three outputs (C, O1, O2). The C input is mapped directly to the C output. If C = 

0, no swap is performed; I1 maps to O1, and I2 maps to O2. Otherwise, the two 

outputs are swapped so that I1 maps to O2, and I2 maps to O1. It is easy to see that 

this circuit is reversible, i.e., "undoes" itself when run backwards. A generalized n×n 

Fredkin gate passes its first n-2 inputs unchanged to the corresponding outputs, and 

swaps its last two outputs if and only if the first n-2 inputs are all 1. The input and 

output vectors for 3 × 3 Fredkin gate (F RG) are defined as follows [20]: 
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Iv = (a, b, c) and Ov = (a, ab ⊕ ac, ac ⊕ ab).Block diagram of FRG is shown in Fig. 

4(a). Fig. 4(b) represents the quantum realization of FRG. In Fig. 4(b), each rectangle 

is equivalent to a 2 × 2 quantum primitives, therefore its quantum cost is considered 

as one [17]. Thus total quantum cost of FRG is five. To realize the FRG, four 

transistors are needed as shown in Fig. 2(c) and its corresponding timing diagram is 

shown in Fig. 4(c). 

FRG

a

b

P=a

c

Q=a′b   ac

R=a′c   ab
 

(a) 

V+VV

a

b

c

P= a

Q= a′b   ac

R= a′c   ab

 

(b) 

 

(c) 

Fig. 2.4: Reversible 3×3 Fredkin gate (a) Block diagram (b) Quantum equivalent 

realization (c) Timing Diagram 

 

Reversible Fredkin and Feynman double gate obey the rule of Eq.2.1. The fault 

tolerant (parity preserving) property of Fredkin and Feynman double is shown in 

Table. 2.1 
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TABLE 2.1: Truth table for F2G and FRG 

 

Input  Output of  F2G  Output of  FRG   

Parity A         B          C P           Q           R P           Q           R 

0          0           0 0            0           0 0            0           0 Even 

0          0           1 0            0           1 0            0           1 Odd 

0          1           0 0            1           0 0            1           0 Odd 

0          1           1 0            1           1 0            1           1 Even 

1          0           0 1            1           1 1            0           0 Odd 

1          0           1 1            1           0 1            1           0 Even 

1          1           0 1            0           1 1            0           1 Even 

1          1           1 1            0           0 1            1           1 Odd 

 

Among the reversible gates discussed above, Fredkin and Feynman double gate 

comply with the rule of  Eq.2.1. Therefore, according to our previous discussion in 

Sec.2.1, if a circuit is designed using only Fredkin and Feynman double gates the 

circuit will inherently become fault tolerant. The parity preserving (fault tolerant) 

property of Fredkin and Feynman double is shown in Table 2.1 

 

2.7 Circuit cost: 

 

In this study, circuit costs have been determined in two steps. At first reversible cost 

has been realized then by multiplying this with sorting cost the total circuit cost has 

been calculated. 

 

2.8 Reversible cost: 

 

Reversible cost is the total number of reversible gates used in a given circuit 

considering each gate as one. 
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2.9 Sorting Cost: 

 

Sorting cost can be simply determined by counting the total move done for reordering 

the given function. Four different sorting algorithms have been used to  show the 

efficiency of proposed algorithm. 

 

2.10 Selection sort: 

 

A sorting technique that is typically used for sequencing small lists. It starts by 

comparing the entire list for the lowest item and moves it to the #1 position. It then 

compares the rest of the list for the next-lowest item and places it in the #2 position 

and so on until all items are in the required order. 

 

 

2.11 Insertion sort: 

 

A simple sorting technique that scans the sorted list, starting at the beginning, for the 

correct insertion point for each of the items from the unsorted list. Insertion sort keeps 

making the left side of the array sorted until the whole array is sorted. 

 

2.12 Merge sort: 

 

A sorting technique that sequences data by continuously merging items in the list. 

Divide and Conquer is a method of algorithm design that has created such efficient 

algorithms as Merge Sort. It has three steps: 

=If the input size is too large to deal with in a straightforward manner, divide the data 

into two or more disjoint subsets. 

=Use divide and conquer to solve the sub problems associated with the data subsets. 

=Take the solutions to the sub problems and “merge” these solutions into a solution  

for the original problem. 
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2.13 Bubble sort: 

 

A sorting technique that is typically used for sequencing small lists. It starts by 

comparing the first item to the second, the second to the third and so on until it finds 

one item out of order. It then swaps the two items and starts over. The sort may 

alternate from the top of the list to the bottom and then from the bottom to the top. 

 

 

2.14 Summary 

 

 

A brief literature overview and the related terminologies regarding reversible and 

fault tolerant logic synthesis are presented in this chapter. Definitions of four sorting 

process and  two most popular reversible and fault tolerant logic gates devoted here as 

well. Equivalent quantum and time diagram representations of those reversible and 

fault tolerant logic gates have also been depicted in this chapter. 
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Chapter 3 

 

Existing Method 

 

By considering recent experiment, where toffoli gate had been used, it can be easily 

understood that their minimal cost of sorting is two. choose a selection sort algorithm 

that uses row by row checking of mismatched input and output bits. Row by row 

checking and fixing can be efficiently done by reversible circuits, in our case by 

circuit implementations of essential functions. However, operations like dividing and 

sliding used in other sorting algorithms necessitates relatively larger circuits  For 

example, a merge sort algorithm divides a target set into two subsets and sorts them 

separately. After subset sorting is completed, they are merged and the same procedure 

repeats until finding a final solution. Here, each of these operations, especially the 

dividing operation, is quite costly. Similarly, sliding process used in an insertion sort 

and bubble sort algorithms have sthe same handicap. Figure 7 illustrates differences 

between sorting algorithms by showing the number of required essential function 

implementations. For this specific example, the selection/merge/insertion/bubble 

algorithms require 2/4/6/6 reversible gate implementation, respectively. Moreover 

their sorting cost is also high. Therefore, overall circuit cost is high and not even fault 

tolerant. Motivated by these, we aim at reducing circuit cost and bit error problem. 

 

3.1 Block diagram of Reversible Gate (Toffoli) 

TG

TG

TG

TG

A’

B

C

A’
B

A’B+C

A

C’

0

A

C’

AC’
1

C

A

1

A+C

B

A+C

B(A+C)+C’

 

Fig 3.1: Block diagram of reversible 3×3 Toffoli Network for sorting 
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Using reversible logic in essential function from the recent research reversible 

(toffoli) gates have been constructed. There are 4 toffoli gates used in this diagram. 

From gates requisite outputs are received. There we get some garbage as well as used 

some constant inputs  in those reversible (toffoli) gates. 

 

 

 

 

3.2  Summary 

 

This chapters demonstrate the working procedure of  basic reversible Control Unit 

with the help of their structures. The design approaches towards the reversible Control 

Unit have also been presented here. 



15 
 

Chapter 4 

 

 

Proposed Reversible Fault Tolerant And Sorting 

Method 

 

4.1  Proposed  Synthesis  Process 

 

In this section, we present the implementation of different type of sorting methods 

including bubble sort, merge sort, insertion sort, selection sort with respect to 

reversible fault tolerant logic. This is a two steps synthesis process. At first, a 

permutation based algorithm has been used to implement certain functions called 

"essential functions". As a second step, given target functions has been implemented 

by using the essential function implementations obtained in the first step. Moreover, 

uses of minimum number of reversible gates make this algorithm optimal. The overall 

synthesis approach is greedy as opposed to dynamic or optimal. It was a subject of 

concern whether to use garbage outputs or not for synthesis algorithm. Garbage 

outputs are used especially for synthesizing functions with high number of bits [18] 

that offers design flexibility and gate cost reduction at the expense of additional bit 

line [19]. Here, instead of garbage outputs minimum number of bit lines has been 

used. This synthesis algorithm is straightforward, fast and do not require additional bit 

lines. To implement our essential function fredkin gate has been used.  The four fast 

sorting algorithms have proven the efficiency of the chosen reversible and fault 

tolerant fredkin gate. Sorting cost of it’s essential function with four different sorting 

algorithm has been stored to determine overall circuit cost. After storing the essential 

function implementation sorting process has been developed. Following table (Table-

1) shows the sorting process where f is the essential function which is used to find a 

target function F. Target function contains 8 rows in which 2 of them are mismatched 

row with different input and output values. Interchange the output rows is done 

pairwise to match them. Red line is essential function which indicate the interchange 

row. Implementation of ordering function can be arbitary. That means, if the order of 

f1 funtion is changed then F function can also be implemented. 
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Table 4.1: Essential function of proposed method 
 

Input  Output  

Parity a b c A B C 

0 0 0 0 0 0 E 

0 0 1 0 0 1 O 

0 1 0 0 1 0 O 

0 1 1 0 1 1 E 

1 0 0 1 0 0 O 

1 0 1 1 1 0 E 

1 1 0 1 0 1 E 

1 1 1 1 1 1 O 

 

In the first step, essential function has been implemented. Then from the essential 

function for each variables (a,b,c) using K-map equations have been formed. Using 

those equations block diagram for toffoli and fredkin have been developed. From the 

block diagrams and after soring the mismatched rows gate costs as well as sorting 

costs have been calculated. Finally, multiplying gate cost and sorting cost circuit cost 

is being calculated. 
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4.2 Block diagram of Reversible Gate (Toffoli) And Reversible Fault 

Tolerant (Fredkin) Network for Soritng 

 

FRG FRG

FRG

A

  0
     

B

  A C
  

AB+C

AB+C’

C

1

A’B

1

C

A’B+C

A’B+C’

AB

 

Fig 4.1: Fredkin gate 

Using reversible logic in essential function from the proposed reversible and fault 

tolerant (fredkin) gates have been constructed. There are 3 fredkin gates used in this 

diagram. From gates requisite outputs are received. There we get some garbage output 

as well as used some constant input  in those reversible (fredkin) gates. 

 

TG TG

A

  B

     C

  A C

  B

A’B+C

A’

1AB+C

 

Fig 4.2: Toffoli gate 

 

Using reversible logic in essential function from the proposed method, reversible 

(toffoli) gates have been constructed. There are 2 toffoli gates used in this diagram. 

From gates requisite outputs are received. There are some garbage as well as constant 

outputs used in those reversible (toffoli) gates. 
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4.3  Proposed  Algorithm 

 

a. Proposed Algorithm: 

 

Algorithm1: Algorithm for proposed synthesis process: 

Input: Mismatch row 

Output: Sorted row 

 

1. Begin 

2. Select an essential function 

3. do permutation circuit 

4. Check 

5. while(not match) 

6. Store and go to step 1 

7. End 
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4.4 Design of Sorting Algorithms for Proposed Essential Function 

Four types of sorting algorithm has been used to assure the efficiency of proposed 

algorithm. 

 

 

4.4.1 Selection Sort 

Algorithm: Algorithm of selection sort for proposed reversible fault tolerant Fredkin 

Gate(FRG) 

Input: An array A[1 ... n] of n elements. 

Output: A[1... n] sorted in non-decreasing order. 

 

1. Begin 

2. for i  1 to n - 1 

3. k  i 

4.  for j  i + 1 to n  {Find the i th smallest element.} 

5.  if A[j] < A[k] then k  j 

6. end for 

7. if k  i then 

8. SWAP A[i] and A[k] 

9. end for 
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0 1 2 30 2 1 3

0 1 2 30 1 2 3
 

(a) 

 

3 2 1 0

0 2 1 3

0 1 2 3
 

(b) 

Fig: 4.3 Selection sorting of (a) Fredkin and (b) Toffoli gate for 4 bit 
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0 1 2 3 4 6 5 7

0 1 2 3 4 5 6 7
 

(a) 

 

4 1 2 5 0 3 6 7

4 1 2 3 0 5 6 7

0 1 2 3 4 5 6 7
 

(b) 

Fig: 4.4 Selection sorting of (a) Fredkin and (b) Toffoli gate 8 bit 

Table 4.2: Selection sorting cost of proposed and existing 4 and 8 bit 

 

 

 

Here, from these figure 4.3 and figure 4.4  we get the selection sorting cost for fredkin 

which is 1 and for toffoli which is 2 for 4 bit and for 8 bit selection sorting cost for 

fredkin   is 1 and for toffoli   is 2. Table 4.2 shows that selection sorting cost of 

fredkin is lower than toffoli. 

Fredkin Gate Toffoli Gate 

4 bit 8 bit 4 bit 8 bit 

1 1 2 2 
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4.4.2 Merge  Sort 

Algorithm: Algorithm of merge sort for proposed reversible fault tolerant Fredkin 

Gate(FRG) 

Input: An array A[1 ... n] of n elements. 

Output: A [1... n] sorted in non-decreasing order. 

1.Begin 

2. if length(m) <= 1 

3. return m 

4. var list left, right, result 

5. var integer middle = length (m) / 2 

6. for each x in m up to middle 

7. add x to left 

8. for each x in m after or equal middle 

9. add x to right 

10. left = merge_sort ( left ) 

11. right= merge_sort ( right ) 

12. result= merge ( left, right ) 

13. return result 

14. End 
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0 2 1 3

0 2 1 3

0 1 2 3

 

(a) 

0 1 2 33 2 1 0

0 10 10 13 2

0 10 10 12 3

0 10 10 10 1

0 10 10 11 0

0 1 2 30 3 2 1

0 1 2 30 1 2 3

0 10 10 10 1

 

(b) 

 

Fig 4.5: Merge sorting of  (a) Fredkin and  (b)  Toffoli gate for 4 bit 
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0 1 2 3 4 6 5 7

0 1 2 3 4 6 5 70 1 2 3

0 1 2 3

0 1 2 3 4 5 6 7

4 5 6 7

 

(a) 

0 3 6 74 1 2 5

4 1 2 5

1 4 2 5

1 2 4 5

0 3 6 7

0 3 6 7

0 3 6 7

1 3 6 70 2 4 5

0 2 4 5 6 7

0 2 4 5 1 3 6 7

1 3

0 1 4 5 2 3 6 7

4 3 6 70 1 2 5

4 5 6 70 1 2 3

 

(b) 

Fig 4.6: Merge sorting of (a)Fredkin and (b) Toffoli gate for 8 bit 
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Table 4.3: Merge sorting cost of proposed and existing 4 and 8 bit 

 

 

 

Here, from these figure 4.5 and figure 4.6  we get the merge sorting cost for fredkin 

which is 1 and for toffoli which is 4 for 4 bit and for 8 bit merge sorting cost for 

fredkin   is 1 and for toffoli   is 7. Table 4.3 shows that merge sorting cost of fredkin 

is lower than toffoli. 

 

4.4.3 Insertion  Sort 

Algorithm:  Algorithm of insertion sort for  proposed reversible fault tolerant Fredkin 

Gate (FRG) 

Input: An array A [1 ... n] of n elements. 

Output: A [1... n] sorted in non-decreasing order. 

1. Begin 

2. for j = 1 to n-1 

3. key = A[ j ] 

4. i = j – 1 

5. while i >= 0 & A [ i ] > key 

6. A [ i +1 ] =  A[ i ] 

7. i =  i -1 

8. A [i +1] = key 

9. End 

Fredkin Gate Toffoli Gate 

4 bit 8 bit 4 bit 8 bit 

1 1 4 7 
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0 1 2 30 2 1 3

0 1 2 30 1 2 3
 

(a) 

3 2 1 0

2 1 3 0

2 3 1 0

1 2 0 3

1 2 3 0

1 0 2 3

0 1 2 3
 

(b) 

Fig 4.7 : Insertion sorting of (a) Fredkin and (b) Toffoli gate for 4 bit 
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0 1 2 3 4 6 5 7

0 1 2 3 4 5 6 7
 

 

(a) 

0 3 6 74 1 2 5

0 3 6 71 4 2 5

0 3 6 71 2 4 5

5 3 6 71 2 4 0

5 3 6 71 2 0 4

5 3 6 71 0 2 4

5 3 6 70 1 2 4

4 5 6 70 1 2 3

3 5 6 70 1 2 4

 

(b) 

Fig 4.8 : Insertion sorting of (a) Fredkin and (b) Toffoli gate for 8 bit 

. 
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Table 4.4: Insertion sorting cost of proposed and existing 4 and 8 bit 

 

 

 

 

Here, from these figure 4.7 and figure 4.8 we get the insertion sorting cost for fredkin 

which is 1 and for toffoli which is 6 for 4 bit and for 8 bit insertion sorting cost for 

fredkin  is 1 and for toffoli  is 8. Table 4.4 shows that insertion sorting cost of fredkin 

is lower than toffoli. 

 

4.4.3 Bubble  Sort 

Algorithm:  Algorithm of bubble sort for proposed reversible fault tolerant Fredkin 

Gate(FRG) 

Input: An array A[1 ... n] of n elements. 

Output: A[1... n] sorted in non-decreasing order. 

 

1. Begin 

2. Set flag = false 

3. Traverse the array and compare pairs of two consecutive elements 

2.1 If E1 =< E2 then OK (do nothing) 

2.2 If E1 > E2 then Swap(E1, E2)  and set flag = true 

4. repeat 1. and 2. while flag=true. 

5. End 

 

Fredkin Gate Toffoli Gate 

4 bit 8 bit 4 bit 8 bit 

1 1 6 8 
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0 1 2 30 2 1 3

0 1 2 30 1 2 3
 

(a) 

3 2 1 0

2 1 3 0

2 3 1 0

1 2 0 3

1 2 3 0

1 0 2 3

0 1 2 3
 

 

(b) 

Fig 4.9 : Bubble sorting of (a) Fredkin and (b) Toffoli gate for 4 bit 
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0 1 2 3 4 6 5 7

0 1 2 3 4 5 6 7
 

(a) 

0 3 6 74 1 2 5

0 3 6 71 4 2 5

0 3 6 71 2 4 5

5 3 6 71 2 4 0

5 3 6 71 2 0 4

5 3 6 71 0 2 4

5 3 6 70 1 2 4

4 5 6 70 1 2 3

3 5 6 70 1 2 4

 

 

(b) 

Fig 4.10 : Bubble sorting of (a) Fredkin and (b) Toffoli gate for 
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Table 4.5: Bubble sorting cost of proposed and existing 4 and 8 bit 

 

 

 

 

 

Here, from these figure 4.9 and figure 4.10 we get the bubble sorting cost for fredkin 

which is 1 and for toffoli which is 6 for 4 bit and for 8 bit bubble sorting cost for 

fredkin  is 1 and for toffoli  is 8. Table 4.5 shows that bubble sorting cost of fredkin is 

lower than toffoli. 

 

From these above sorting diagrams we observe that, sorting cost of fredkin is always 

1 which we prove with 4 bit and 8 bit essential function. Applying this same method 

for 16 bit  it is obtained that, this value still remain 1. From these research, it is clear 

that for n bit essential function the value  will be the same. On the other hand,  sorting 

cost for toffoli is always varying and which never less than proposed method. This 

prove the excellence of our research work. 

 

4.5 Sorting Cost: 

Proposed and existing in both cases, applying  sorting algorithm it is assured that 

sorting cost of fredkin is always 1.Which is less than not only from existing (toffoli) 

but also all reversible circuit. This can be considered as the minimum cost. Despite, 

proposed paper deals with much gate the circuit cost is remain minimum. 

 

 

 

 

Fredkin Gate Toffoli Gate 

4 bit 8 bit 4 bit 8 bit 

1 1 6 8 
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4.6 Summary 

 

This chapter detailed the design and working procedures of the proposed reversible 

fault tolerant Control Unit. Here, several lower bounds on the number of garbage 

outputs, constant inputs and quantum cost of fault tolerant logic circuits are proposed 

for Control Unit. Finally construction procedure and algorithm are proposed for the 

implementation of proposed control Unit. It has also been evidenced that the proposed 

components are optimized greatly from the existing components. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



33 
 

Chapter 5 

 

 

Performance Evaluation of the Proposed Method 

 

In the previous chapter, the performance of the components of reversible fault tolerant 

circuit and their sorting process and the existing components of reversible circuit and 

sorting process been shown. This chapter provides the overall performances of the 

proposed reversible fault tolerant scheme with the existing reversible methods. The 

performance of the proposed method is evaluated by the required number of gates, 

garbage outputs, constant inputs, quantum cost and sorting cost. 

 

5.1 Performance of proposed algorithms 

 

According to proposed, circuit cost of fredkin is less than existing (toffoli). from the 

following tables it can be perfectly verified. 

 

Table 5.1: Essential function of existing method 

 

 

 

 

 

 

 

 

Input  Output 

c b a C B A 

0 0 0 1 0 0 

0 0 1 0 0 1 

0 1 0 0 1 0 

0 1 1 1 0 1 

1 0 0 0 0 0 

1 0 1 0 1 1 

1 1 0 1 1 0 

1 1 1 1 1 1 
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FRG

FRG
FRG

FRG

FRG

FRG

C

0

1

A

0

B

C

C

C’

C

A’B+C

1

1

C

A+C

B

0

B

B(A+C)
A

AB

A’B

1

C’

B(A+C)+C’

C’+C(A’B+C)

C’+(A+C)

B’(A+C)

C+{B(A+C)+C’}

 

Fig 5.1 :  Existing  essential function realization with fredkin gate 

 

Using reversible logic in essential function from the from the recent research 

reversible and fault tolerant (fredkin) gates have been constructed. There are 6 fredkin 

gates used in this diagram. From gates requisite outputs are received. There we get 

some garbage output as well as used some constant input  in those reversible (fredkin) 

gates. 
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TG

TG

TG

TG

A’

B

C

A’
B

A’B+C

A

C’

0

A

C’

AC’
1

C

A

1

A+C

B

A+C

B(A+C)+C’

 

Fig 5.2 : Existing  essential function realization with toffoli gate 

 

Using reversible logic in essential function from the recent research reversible 

(toffoli) gates have been constructed. There are 4 toffoli gates used in this diagram. 

From gates requisite outputs are received. There are some garbage as well as constant 

outputs used in those reversible (toffoli) gates. 

 

Table 5.2 : Sorting cost of existing and proposed circuit for 4 bit 

 

 

 

 

 

 

 

 

 

 

 

Sorting Toffoli Cost Fredkin 

Cost 

Selection 2 × 4 = 8 1 × 6 = 6 

Merge 4 × 4 = 16 1 × 6 = 6 

Insertion 6 × 4 = 24 1 × 6 = 6 

Bubble 6 × 4 = 24 1 × 6 = 6 

 

 



36 
 

 

Table 5.3 : Sorting cost of existing and proposed circuit for 8 bit 

 

 

 

 

 

 

 

 

This table shows that, for toffoli the sorting cost of selection, merge, insertion and 

bubble sorting for 4 bit are respectively  2,4,6,6 and for fredkin, cost are  respectively 

1,1,1,1. And for 8 bit the corresponding sorting costs are 2,7,8,8 for toffoli and 1,1,1,1 

for fredkin respectively.  From the gate diagram it can be obtained, in toffoli the gate 

cost is 4 where in fredkin the cost is 6. For all action fredkin circuit cost is 6 where for 

every sorting the circuit cost of toffoli can vary. Even in Feymen Double gate the 

circuit cost is minimum for selection sorting which is optimal from fredkin but in 

merge, insertion, bubble cost is too high. That is why, Feymen Double gate is locally 

optimal but not globally.  But fredkin is globally optimal and also for reversible 

circuit fredkin is optimal. 

 

5.2  Summary 

 

Fredkin gate is a fault tolerant reversible gate which allows us to recover from bit loss 

through unique mapping between inputs and outputs. Additionally fault tolerant 

property detect ant faulty signal from primary output. In previous chapter we show 

that our sorting cost is lowest which we prove with four different sorting process. 

That is why our circuit cost will be always lower than other previous research works. 

Sorting Toffoli Cost Fredkin 

Cost 

Selection 2 × 4 = 8 1 × 6 = 6 

Merge 7 × 4 = 28 1 × 6 = 6 

Insertion 8 × 4 = 32 1 × 6 = 6 

Bubble 8 × 4 = 32 1 × 6 = 6 
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Chapter 6 

 

 

Conclusions 

 

6.1  Conclusion 

Reversible fault tolerant circuit reclaims bit loss through one-to-one mapping for all 

possible combination and dissipates zero power and it can detect faulty signal from its 

primary outputs by reversible parity preserving gates while conventional circuits 

misuses power by losing bits of information. In order to operate large volume of data 

using sorting algorithm is quite progressive. The proposed algorithm redacts sorting 

among optimal implementations of designed essential functions to implement the 

reversible fault tolerant boolean function and also considers both gate and quantum 

level circuit costs. The proposed scheme is evaluated with respect to existing 

approaches which showed that the proposed method performs much and are much 

more scalable. Comparing existing approaches it is showed that the proposed method 

performs better and more effective. 

 

6.2 Future Work 

In future we will work with quick sort and will try to optimize our proposed sorting 

cost as if we will also get the equivalent sorting cost 1. For each fredkin gate quantum cost 

is 5. Since our proposed circuit has 3 fredkin gate therefore, our quantum cost 15. But in 

existing network quantum cost is 10 as they use 2 toffoli gate. In this consequence, we will 

work on this to optimize the quantum cost as well. 
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