
i 
 

 

Study on Useful Bacon Node Selection in Range Free 

Localization Algorithm in WSN 
 

 

Department of Electronics & Communication Engineering 

East West University 

 

Supervisor Dr. Anup Kumar Paul 

Assistant Professor 

 

Sadia Khan Tumpa 

ID: 2016-3-50-008 

 

 

 

https://www.google.com/url?sa=i&url=http://www.ewubd.edu/&psig=AOvVaw1OQ5tACoNE-W5rDiRRKlL4&ust=1576670168696000&source=images&cd=vfe&ved=0CAIQjRxqFwoTCPj_wJzQvOYCFQAAAAAdAAAAABAD


ii 
 

 Index 

Title page  ……….………………………………………………….……..i 

Table of contents ….…….……………………………………………………ii, iii 

Declaration ……….……………………………………………………….iv 

Acknowledgement ……….………………………………………………………..v 

Abstract ……….………………………………………………………..vi 

List of figure ……….…………………………………………..………..….vii 

List of tables ………..………………………………………………………viii 

 

Chapter 1: Introduction 

1.1 Motivation ..……….…………………………………………………….1 

1.2 Literature Review …….……….………………………………………………1,2 

1.3 Thesis Orientation ………….……………………………………………………2 

 

Chapter 2: Related Work 

2.1 Background .………………………………………………..3,4 

2.2 Process of Localization .…………………………………………………4,5 

2.3 Primary Techniques of measurement for Localization ….…………………..6,7 

2.3.1 Measurements of Angle of Arrival (AOA) ………..………………………..8 

2.3.2 Distance Related Measurement ……….………………………………..9 

2.3.2.1 Measurements of Circulation Time ..………...…..…….…………….9 

……………………….………………………10 

2.3.3 RSS dependent Measurement ………………………………………...10,11 

2.4 Range Free Localization Technique …….……………………...11,12 

2.3.2.2 Connectivity Based



iii 
 

 

Chapter 3: Proposed Methodology 

3.1 Motivating Scenario ……………………………………………..13-15 

3.2 Proposed Method …………………………………………………15 

3.2.1 Determining Average Hop Size ………………………………………15-17 

3.2.2 Strategy to Select Set of Useful Bacon Nodes …………………………17-21 

 

Chapter 4: Simulation Results and Performance Evaluation 

4 Simulation Results and Performance Evaluation ……………………………22-24 

4.1 Impact of Number of Bacon Nodes ……………………………………..25,26 

4.2 Impression of Density of Sensors ……………………………………..27-29 

4.3 Impact of Varying Useful Bacon Nodes …………………………………..29,30 

 

Chapter 5: Conclusion  

5.1 Concluding Remark …...………………………………………………………31 

5.2 Future Plan …...………………………………………………………32 

References ……………………………………………………….33-37 

 

 

 

 

 

 

 

 



iv 
 

Declaration 

Me, hereby declare that this thesis is based on study of algorithm to select useful bacon 

nodes by myself. Materials of work found by other researcher are mentioned in 

reference. This thesis, neither in whole or in part, has been previously submitted for 

any degree. 

 

 

Supervisor 

Dr. Anup Kumar Paul 

Assistant Professor 

Department of Electronics & Communication Engineering 

East West University 

anuppaul@ewubd.edu 

 

Author 

Sadia KhanTumpa 

ID: 2016-3-50-008 

Sadia.khan.tumpa@gmail.com 

 

 

 

 

 

 

mailto:anuppaul@ewubd.edu
mailto:Sadia.khan.tumpa@gmail.com


v 
 

Acknowledgement 

 At first, I would like to thank the Almighty Allah for enabling me to conduct 

this research and allowing me to be successful. Moreover I would appreciate Assistant 

Professor Dr. Anup Kumar Paul, my thesis supervisor. He gave me invaluable advice, 

provided insight and helped me to improve this research work by proving helpful 

instructions about how to proceed with my work.  

 Last but not least, I am thankful to all the faculties, seniors, friends and my 

beloved family who have motivated and inspired me throughout this journey.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



vi 
 

Abstract 

 Localization is important analysis subject in the area of wireless sensor 

network (WSN), which gives the required information about different occasion in a 

region. This paper is a study of localization techniques that proposes an idea to get 

more accurate distance between sensor nodes and bacon nodes. Wireless sensor 

network is structured with a huge number of small, less costly sensors which can 

communicate with each other via exchanging information with neighbors. In our 

proposed idea I can get more accuracy in determining the position of sensor nodes 

depending on the hop count information. The accuracy of the localization algorithm 

has a huge impact on the achievement of protocols that depends on location and other 

applications like routing. If the transmission path among bacon nodes and sensor nodes 

is curved, then the distance estimated by hop distance is always not close to Euclidean 

distance between a pair of sensor nodes. In this study I will offer to avoid those 

respected bacon nodes whose hop count distance to other bacon nodes is not 

proportional to the known distance between them. 
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Chapter-1 

Introduction 

1.1 Motivation 

 In many exercises, like targets tracking, governing of unreachable areas, 

inquiring on natural deposit and so many, this wireless sensor network (WSN) can be 

very handy and helpful. This localization techniques such low cost and can be used in 

such area where it is hard to approach. There are many papers exist on localization 

techniques of wireless sensor networks (WSNs). They propose different techniques 

and algorithms to get more accurate result on different kind of situations. The 

importance of this low cost technique for localization, gives the motivation for this 

study paper. 

1.2 Literature Review 

  The future of communications networks, position-based technologies and real-

time localization are needed to be exact, less costly, energy conservative and 

dependable [1,2]. Sensor nodes location information are required for these 

applications. As well as for geographical routing protocols and clustering this location 

information is irreplaceable [3,4]. Because of these applications localization algorithm 

is turned out a significant subject in WSN researches. So, in WSNs the exactness of 

position of sensors are necessary. Since some past years, there have been many 
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researches on localization in WSNs, and in most of these researches depend on the 

estate that there are small amount of sensors whose have knowledge about their exact 

location using GPS devices are called bacon nodes. [5–7]. The location of sensor nodes 

are estimated by the hop count distance from bacon nodes and different algorithms to 

calculate positions, so different algorithms on different situations can provide more 

accurate result. These study work on getting more accuracy to get position of sensor 

nodes using different mathematical technique. If there is any obstacle between sensor 

node and bacon node and the hop counted in a carved way then the distance counted 

from that bacon node to the sensor node is less accurate. In this kind of situation, we 

identify the good bacon nodes for each sensor nodes. We will call them useful node 

[7]. Then we will find out the average hop distance using information from our useful 

nodes.  

1.3 Thesis Orientation 

The remaining of this thesis paper is arranged as follows- 

 Chapter 2, consists of related work 

 Chapter 3, consists of proposed methodology 

 Chapter 4, consists of simulation results 

 Chapter 5, consists of conclusion 
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Chapter-2 

Related work 

2.1 Background 

 For various applications of WSNs it is necessary for the sensor nodes to have 

knowledge of their position correlative to the sensor network. The information like 

atmospheric pressure, temperature and humidity collected via sensor nodes have to be 

imposed to the correlative position from where it was gathered. So, the positions of 

sensor node has to be close to exact. That’s why this problem of position or location 

estimating is known as localization. Before this localization term was used in robotics 

where any remote robot use to determine location or position in any coordinate system. 

Under certain situations, the sensor nodes also has to know the direction correlative to 

the network [8].  

In WSNs, the nodes are classified- 

Dumb Node: 

This node has no idea about its position or location at all and after the execution of 

localization algorithm they would gather the knowledge about their location at the end. 
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Settled Node: 

This node does not know its position at the beginning, which means initially it is a 

dumb node but it using the localization algorithm, they find their location. 

Beacon Node: 

These are the nodes whose have idea about their location from the beginning and even 

without executing the localization they know their position. They have other 

appointments to know their location but just the algorithm of localization. Such as, 

they may has a GPS system or they are settled at any known coordinates. The beacon 

node is known as bacon node as well as reference node. 

These sensor nodes can be symmetric or asymmetric communication links. For 

example, p and q are symmetric then p can reach to q as well as q can reach to p. But 

if asymmetric then either p can reach to q or q can reach to p.  

2.2 Process of Localization  

 Getting the position of the dumb sensor nodes is the key issue. Localization 

scheme estimates the dumb sensor nodes position depending on the result of 

localization algorithm. The basic inputs in localization technique are the bacon nodes 

positions, if in the network, there is availability of any bacon node, then other inputs 

are depend upon the technique of measuring. In figure (1) the flow chart of localization 

technique is shown. 
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Figure 1: Flowchart of technique of localization 
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2.3 Primary Techniques of measurement for Localization 

 There are different measurement schemes in different algorithm of 

localization. The exactness of different algorithms of localization can manipulated by 

different factors, thus, for different application the selection of algorithm for 

localization is a very important concern. For instance, to think of an algorithm of 

localization for a specific region, shape of the region, architecture of the network, 

consistency of sensor nodes in a section, bacon nodes range, time synchronization of 

sensor nodes are basic issues that should be considered. The exactness of an algorithm 

of localization can be ordained by the type of measurement and its translating 

accuracy. Localization in WSN can be widely categorized into three types based on 

the scheme of measurement [9]. Angle of Arrival (AOA) measurements, distance 

related measurements as well as the Radio Signal Strength (RSS) dependent schemes. 

The classifications are shown in figure (2). Then we briefly criticize these 3 

techniques.  



  

SADIA KHAN TUMPA 7 

 

 

 

Figure 2. Category of localization algorithm based on measurement scheme. 
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2.3.1 Measurements of Angle of Arrival (AOA) 

 The bearing measurements as well as the measurements of direction of arrival 

are the synonym name of the AOA scheme of measurements. Two types of schemes 

can be used to gain the measurements of AOA:  

First scheme is using response of the amplitude of receiver antenna and second one is 

using the phase response of receiver antenna. The angle of the signal that is received 

from the bacon node to the dumb sensors is measured in this scheme. Then, the 

location of each dumb node finds the specific angle from the bacon node. To measure 

the location leastwise two bacon nodes are required. Even though, there is little error 

in mapping the angle, the error of localization can be huge. The direction of 

transmitting and receiving antenna decides the exactness and the measurement 

environments effect of multipath and shadowing make it more complicated to 

measure. The direction of a received signal can be totally wrong, who is a multipath 

element of the transmitted signal and as a result, there can occur a huge measurement 

localization [10]. So, the scheme of AOA is not convenient to energy, when WSN uses 

small sensor nodes. 

 

 

 

 

 

error [10]. So, without using a large array of antenna, this AOA scheme is not worth in
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2.3.2 Distance Related Measurement 

 Distance related measurements is categorized as measurements of circulation 

time (one way, round trip and time difference of arrival (TDOA)), RSS dependent and 

connectivity dependent measurements. 

2.3.2.1 Measurements of Circulation Time 

 Measuring the time distinction of signal transmitting from the transmitting end 

to the receiving end is the principle way in this scheme. This distinction of time of 

transmitting signal is use to find the distance from the transmitter to receiver as well 

as the speed of circulation of the signal in that network. The measurement of delaying 

of time is comparatively a higher leveled work area. The synchronization of the local 

time at the transmitting end and at the receiving end is highly demanded for the 

implementation of the one way measurement of circulation time and this is the main 

drawback in this scheme. Even there is a small distinction of local times between the 

transmitter end and the receiver end, it will result a huge error in estimation of distance.  

Subsequently, there will be a huge error in location estimating. At the speed of light, 

a very little distinction in local times of 1ns at transmitting end and receiving end can 

cause a 0.3m error of measurement of distance [9]. This scheme is costly because it 

required exact synchronization between both ends, it requires a highly accurate clock 

or a complex synchronization algorithm. This scheme becomes less striking because 

of this complexity of synchronization. 
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We have already viewed several schemes so far but the easiest scheme of all 

of these is connectivity based. In this scheme, each sensor has a radio transmission 

range, if a sensor is in this radio transmission range of another, they connect to each 

other. Such measurement technique is considered as the binary measurement. It is 

binary 1, if a sensor is in the range of another and connected to each other and binary 

0, if they are not in the range of each other and not connected. Hop count is used to 

represent the distance between two sensor nodes then the average hop distance 

correctly as possible is computed using different algorithms [15]. The well-known 

name is range free localization of this class of WSNs localization algorithm. 

  

2.3.3 RSS dependent Measurement 

 The RSS dependent measurement calculates the distance from one sensor node 

to another as we discussed previously. Using this distance between sensor nodes this 

algorithm of localization determine the location of the sensor nodes. However, there 

are two major challenges to implement this kind of algorithm.  

First difficultly to use this RSS scheme in wireless environments is the odd distribution 

of objects in the measuring region of indoor wireless conditions as well as outdoor 

wireless conditions. Then the second ticklish task is model parameter selection. To 

improve the exactness of measuring the position of sensors without these described 

difficulties, this measurement scheme calculate the positions of sensors using the map 

2.3.2.2 Connectivity Based
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of RSS measurements [11-14]. Using the signal strength of bacon nodes of different 

position of the region of measurement, this technique primarily format a map form. 

Spreading out sniffing devices at some known positions which is the online way or 

using priori measurement which is offline way, anyone of these can be used to get the 

form of map [12]. This scheme is mainly used in WLAN, but they may occur to be 

striking for WSN too [16]. 

2.4 Range Free Localization Technique 

 Range free localization scheme is very much inexpensive scheme than other 

range bases schemes. It uses the contentment of received packets [16]. And in this 

paper this technique is our main subject of concern. DV-Hop [17] and Centroid [18] 

are two most popular algorithms of localization to determine the position of sensor 

nodes for range free localization scheme. Centroid is considered for sensor nodes 

whose have leastwise three nearby bacon nodes. Let that S is a sensor node who has 3 

nearby bacon nodes  A, B, C, whose coordinates are given as (𝑥1,𝑦1), (𝑥2,𝑦2) and 

(𝑥3,𝑦3), and all of them have same range of communication. Centroid scheme follows 

the principle to determine the location of sensor node to calculate the central point of 

S centroid of bacon nodes. The location of S centroid, denoted as (𝑥𝑐, 𝑦𝑐) is computed 

as- 

(𝑥𝑐, 𝑦𝑐)  = (
(𝑥1+𝑥2+𝑥2)

3
),  (

(𝑦1+𝑦2+𝑦2)

3
) 
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When the distribution of bacon nodes is regular, with very less computational and 

communication cost, comparatively a good accuracy can be get using Centroid 

scheme. But if the formation of bacon nodes be irregular, the estimated location of 

sensor nodes will not be accurate using the Centroid scheme. 

Again, DV-Hop is hop count base method, only small number of bacon node are 

required for this method. In various localization method, DV-Hop plays an important 

key to estimate the primary distance between sensor nodes to bacon nodes. The hop 

count which represent the estimated transmission distance among bacon nodes is 

circulated throughout the network. Then bacon nodes can calculate the average size of 

hop, using this estimation result each sensor node computes their estimated distances 

to bacon nodes. 
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Chapter-3 

Proposed Methodology 

3.1 Motivating Scenario 

 We consider a simple scenario which is shown in Figure (3) [8]. There are 

seven sensor nodes S1 to S7 and five bacon nodes A1 to A5. All the connectivity among 

sensor nodes and bacon nodes are given there. In the figure, we can see the actual 

distance from A1, A2 and A3 to S1 according to hop count is almost equal to the 

Euclidean distance respectively. But since there is an obstacle, the transmission path 

is carved rather than straight from sensor node S1 to A4 and A5. Thus, we need to 

count hops in a carved way, as a result, the hop count distance from S1 to A4 is 8 and 

to A5 is 9. But the Euclidean distance from S1 to A4 and A5 hardly 3 or 4. As the 

transmission path is curved, an inaccurate distance is computed by the sensor nodes to 

those bacon nodes whose transmit packets in a bendy path. If the sensor node, S1 

computes its position using this faulty information, then there will be a major error in 

determining the exact location of sensor S1. By eliminating the bacon nodes A4 and 

A5 for location computation this problem can be solved, i.e., S1 should compute the 

location of itself by taking into account the distance from all bacon nodes except A4 

and A5. However, S1 does not have any information about its position, so it does not 

have any idea which bacon nodes are useful to use for determining its location. To 

resolve this problem we can use each bacon node to determine which bacon nodes are 

useful to estimate location corresponding to that bacon node. The bacon nodes are able 
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to determine such things, Since bacon nodes has knowledge about their location and 

the Euclidean distance and hop distance among bacon nodes can be computed by 

bacon nodes. So they can compute how curved is one from other. Realizing which 

bacon nodes are curved in hop count path and which bacon nodes are kind of straight,  

 

 

Figure 3. Motivating scenario 
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they can select the best bacon nodes for localization and all the nearby neighbor 

sensors are informed by each bacon nodes. Then, this set of useful bacon nodes are 

exploited by their nearby sensor nodes for localization. For different bacon, the set of 

useful bacon will be different. So, the set of useful bacon nodes for different sensor 

nodes will not be the same. As an instance, in Figure. 3, for the sensor nodes nearby 

bacon nodes A4 and A5, the bacon nodes on the opposite side of the obstacle A1 and 

A2 are not useful to estimate the position of sensors, as opposed to, for bacon nodes 

A1 and A2’s neighbor sensors A4 and A5 are not useful. Now the challenge is to 

determine the set of useful bacon nodes for each sensors and eliminate the unuseful 

bacon sets for estimating the accurate location. The method to cope with the challenge 

is described in following section.  

3.2 Proposed Method 

 Our proposed method is determining useful bacon set for different senor using 

the information containing by each bacon node and average hop size. 

3.2.1 Determining Average Hop Size 

 Bacon nodes has the information of its position, using classical distance vector 

exchange, all nodes in the network can get distance.  
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Figure 4. Sample scenario in coordinate system 

There we can get distance from a bacon to its neighbor unknown node is- 

𝑑𝑢𝑏 = √(𝑥𝑢 − 𝑥𝑏)2 + (𝑦𝑢 − 𝑦𝑏)2 

They keep up a table {Xi, Yi, ℎ𝑖𝑗} and only interchange updates with their 

neighbors[19]. In the second stage, after it accumulates distances to other nodes, it 

estimates a size for one hop. Then the total transmission distance can be calculated as,  

𝑇𝑑 = ∑ √(𝑥𝑖 − 𝑥𝑗)2 + (𝑦𝑖 − 𝑦𝑗)2 
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After first estimation each node exchange its information with its neighbor nodes. By 

doing so, the network will know the total number of transmission hop in the network. 

Let, the total number of hop in this network is  ℎ𝑖𝑗 . Then, it can calculate average hop 

size for this network as, 

 

𝐻 =
∑ √(𝑥𝑖 − 𝑥𝑗)2 + (𝑦𝑖 − 𝑦𝑗)2

ℎ𝑖𝑗
 

 

 

3.2.2 Strategy to Select Set of Useful Bacon Nodes 

 In real life scenarios, the transmission route between two bacon nodes is not 

always straight. Here in this strategy we will find out if the transmission path between 

two bacon nodes very curve or not and if there better bacon nodes are available for 

estimation the position of nodes. 
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Figure 5. Sample scenario of difference between the Euclidean and transmission 

distance 

Here, in figure (5), A, B and C there are three bacon nodes. Since they have information 

about their position, they can calculate their Euclidean distance from A to B and A to 

C are e1 and e2 respectively. . Let the average hop size of this network is H.  We can 

assume a scenario, where there is no obstacle between A and B. From the figure the 

hop count from A to B is 3. By exchanging information with neighbors each bacon can 
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get the information what is the hop that distance between them q1=3. So now it is 

possible to count the transmission distance from A to B. Let us consider that, 

transmission distance r1=𝑞1 × 𝐻 , which is almost equal to e1.  Since, the 

transmission path is almost straight. Here, the difference of the Euclidean distance and 

transmission distance is, u1=r1-e1. 

the previous calculation it can get transmission distance r2=q2× 𝐻. Here, u2=r2-e2. 

Now, we if there are n number of bacon nodes in the network. So, the differences 

between the Euclidean distance and transmission distance for every pair of bacon 

nodes can be considered as- u= u1,u2,u3……………….un.  Now, first we sort the 

array u in ascending order and eliminate last 1/2 of the array and keep first 1/2 in array 

u, then using an algorithm we can determine the median value of u. Let the median 

value of u is 𝒖𝒎. Now in our proposed method, useful bacon node for each bacon is 

when u < 𝒖𝒎 and if for any pair u >= 𝒖𝒎 ,then the bacon node will be ruled out for 

estimating position of the others neighbor sensors. 

 

 

 

 

Now, again, from the figure (5), for A to C, the hop distance is q2=5, like
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Algorithm for selecting useful bacon nodes: 

Require: k: Bacon ID; 

𝑉𝐴: The bacon set {(𝑥𝑖, 𝑦𝑖); ℎ𝑖𝑗} 

Where, 

 1 ≤ i ≤ |𝑉𝐴 | and i ≠ j : received position of bacon I and corresponding hop count to 

bacon j 

Ensure: Useful Bacon Position (𝑥𝑚, 𝑦𝑚) 

m ∈ 𝐹𝑟𝑖𝑒𝑛𝑑𝑙𝑦𝑗 

 while i ∈ 𝑉𝐴 and i ≠ j 

 do 

𝑑𝑖𝑗 = √(𝑥𝑗 − 𝑥𝑖)
2

+ (𝑦𝑗 − 𝑦𝑖)2 

𝐻 =
∑ √𝑑𝑖𝑗

ℎ𝑖𝑗
 

𝑒𝑛𝑑 𝑤ℎ𝑖𝑙𝑒 

while i ∈ 𝑉𝐴 and i ≠ j 

 do 

 𝑟𝑗𝑖=𝑞𝑗𝑖 × 𝐻 

 𝑢𝑗𝑖=𝑟𝑗𝑖-𝑒𝑗𝑖 

𝑒𝑛𝑑 𝑤ℎ𝑖𝑙𝑒 

u = sort(u) 

u = [0 : (u/2)]  

U=round ( median (u)) 
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while i ∈ 𝑉𝐴 and i ≠ j 

 do 

 if 𝑢𝑗𝑖 < 𝑈 

  𝐹𝑟𝑖𝑒𝑛𝑑𝑙𝑦𝑗 = 𝑉𝑗𝑖 

 end if 

end while 

Broadcast useful bacon nodes position (𝑥𝑚, 𝑦𝑚). 
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Chapter-4 

Simulation Results and Performance Evaluation 

 The proposed method in this paper is still a theory, due to the shortage of time 

we still have not implement this method to simulating result and performance 

evaluation.  Here, we mainly focus on investigating the localization errors in different 

approaches such as DV-Hop [17], pattern-driven [19], RAL [20] and FASS[8]. 

 

Network Parameter Value of Parameter 

Area 10×10m 

Number of sensors 200 

Number of bacon 20 

Ratio Rang 2m 

Table 1. Network Parameters for Simulation. 
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Figure 6. C-Shape Topology in Anisotropic Network 

We simulated in C-shape and S-shape anisotropic network as shown in Figure (6) and 

Figure (7) respectively. Table (2) shows the initial network parameters for simulations.  

Eventually, we increase the number of sensor and bacon nodes. In our simulations, 

sensor nodes are open to use random models. The sensor nodes are irregularly spread 

throughout the region, within a view to an ad hoc arrangement of netwok, e.g., 

spreading sensors using a robot. This kind of model does not contain evenly in the 
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network topology. The plotted data pictorial in result figures represent the average 

result of 100 trials in randomly generated network topologies. The definition of 

average localization error is that the ratio of the differences between the estimated 

location (𝑥′
𝑖 , 𝑦′

𝑖
) and the real location (𝑥𝑖, 𝑦𝑖) to the communication range of sensor 

nodes. r is the radio range, which use to find the average error of localization. The 

average localization error △ of the sensor network which is composed of |𝑉𝑠 | sensor 

nodes is expressed as follows- 

∆=
1

|𝑉𝑠|
∑ (√(𝑥′𝑖 − 𝑥𝑖)2 + (𝑦′𝑖 − 𝑦𝑖 )2)

𝑉𝑠
𝑖=1

 

Figure 7. S-Shape Topology in Anisotropic Network 
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4.1 Impact of Number of Bacon Nodes 

In this first simulation, we varied the number of bacon nodes to look on its 

result on localization exactness. The performance comparing of these different 

algorithms at an uneven region, i.e., in C-shape topology is shown in figure (8). In DV-

Hop scheme, it uses each bacon nodes to estimate the position of sensors, has high 

localization error, even after the number of bacon nodes are increased, it still has high 

localization error. Because the newly added bacon nodes do not confirm that the 

distinction of the Euclidean distance and bended shortest transmission path distance is 

small, so, the average error of localization fluctuated. As opposed to, with the increase 

of bacon nodes, the other approaches i.e., pattern driven, RAL and FASS continually 

prosper the act of estimating position. 
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Figure 10. Localization error vs. number of bacon nodes in anisotropic C-shape 

network. 

In S-Shape topology, the transmission path among bacon nodes and sensors are 

terribly curved. In this case, it will get a horrible wrong information of average 

distance of hop if it utilizes all the bacon nodes. In DV-Hop approach, every the bacon 

nodes is used to estimate the position, so in this approach the localization error will be 

very high. In FASS, if the number of bacon node increases, it will possibly get more 

useful bacon nodes to estimate the location of sensors. So, the performance of 

estimating position of sensors get better.  



  

SADIA KHAN TUMPA 27 

 

4.2 Impression of Density of Sensors 

 In our second simulation, we observe the performance of location estimation 

by varying the sensor density. We can see in figure (11), the performance of FASS is 

better than other approaches when the sensor density is 6, as the density of sensor 

increases to 24, the performance of FASS as well as other approaches decreases.  The 

reason is that as the sensor density increases, the numbers of one hop neighbor nodes 

increases. So the per hop average distance computation error decreases and the 

calculation error does not propagate to large number of hops. In low sensor density 

such as 6 or 8, if the hop number is large then there is a high possibility that the 

transmission path between two bacon nodes is curved. But if there is less number of 

hop then the transmission path between two bacon nodes is almost straight and the 

average hop distance calculation is more exact than before. Figure (12), shows the 

performance different approaches when varying the sensor density in S-Shape network 

which is severely detoured. 



  

SADIA KHAN TUMPA 28 

 

 

Figure 11. Localization error vs. sensor density in anisotropic C-shape network. 

 

Figure 12. Localization error vs. sensor density in anisotropic S-shape network. 
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We have varied the sensor density from 6 to 24. When the sensor density falls in the 

range of 6 to 15, then the effective localization remains a problem in S-shaped 

networks. Kleinrock and Silvester have proved in [21] that 6 is the optimum sensor 

density to maintain the network connectivity. In S-shaped network the localization 

deserves an investigation, since, lower sensor density means smaller possibility of 

traffic jam, and radio interference and lower deployment cost.  

4.3 Impact of Varying Useful Bacon Nodes 

 In this simulation we compared the performance of FASS approach by varying 

useful bacons. In S-shape anisotropic network, with 3, 8, 24 and 40 useful bacon nodes 

the performance of FASS is shown is figure (14). We have varied the number of bacon 

nodes from 40 to 49 and then by selecting different number of useful bacon nodes 

evaluate the performance of FASS. From the figure, we can see that, when the total 

number of bacon nodes is 40, then by selecting all the bacon nodes for localization, 

i.e., FASS with 40 useful bacons is worse than the others. However, as the number of 

bacon nodes is increased, the performance of FASS with 40 useful bacons have got 

better. We can see that, the performance of FASS with 3 useful bacon is not good when 

compared with FASS with 8 and 24 useful bacons but better than FASS with 40 useful 

bacons when the total number of bacon nodes is 40. We have selected three bacon 

nodes among all bacon nodes, but it is not good enough to meet the bad geometry of 

bacon nodes and that’s why, its performance is not good enough. Since 8 bacon nodes 

are sufficient to meet the bad geometry of bacon nodes [22], the performance of 8 and 
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24 bacon nodes are almost same. From this simulation result we can say that, for 

accurate localization it is very important to select sufficient useful bacon nodes in 

anisotropic network. 

 

 

Figure 13. Localization error with different number of useful bacons. 

. 
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Chapter-5 

Conclusion 

5.1 Concluding Remark 

 In localization evaluation, accuracy is the most important key. Most 

applications of WSNs required high accuracy. However, a good selection of set of 

useful bacon nodes can play a very important role to increase accuracy. So, in this 

paper, we focused on this. We proposed an algorithm which is easy to implement and 

less costly. 

In this thesis paper, we introduce a new a new method to select useful bacon 

nodes for estimating sensors position in range free localization techniques especially 

in anisotropic WSNs. This approach, identify the good bacon nodes for each sensor 

nodes using the information that is already known to the bacon nodes. It utilized 

information of  hop count and the Euclidean distance to compute position of sensors. 

Thus, we proposed one novel method to identify the useful bacon nodes from all the 

bacon nodes in anisotropic network. This proposed approach of choosing useful node 

can be integrated in different range free localization algorithm. We hope that, our 

designed algorithm for selecting useful bacon nodes will be successful after 

implementation. Hopefully, this algorithm will make the range free localization 

technique more efficient for WSNs.  
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5.2 Future Plan 

 In the future, our first plan is to implement this algorithm in range free 

localization techniques. Comparing the simulation of the implementation of this 

algorithm with other approaches in different situations. In additional, we will work to 

improve this algorithm in order to get better accuracy with less cost. 
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