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l'-'UllL\.,\.J. using AND-OR circuits. a days, L,,".'-J'''-

popular, they have some advantages over 
Two-level AND-EXOR is one of the LJ"'.'lJ''--

There are seven of logic 
Reed-Muller expression is one of them 

"''''.AV'''''''.'' and uses a fixed An n-variable function has 

are different 
of products is minimum 

expressions is to find a polarity vector that 
.... " .. .,,, ..... number of products along with corresponding There are 

for FPRM minimization which are sequential in nature and require 
time. In this an ASIC developed to minimize 3-variable 

constant ASIC 
function as input. It generates the polarity vectors for a 

and corresponding FPRM determines optimum 
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1 

Introduction to AND-EXOR Expressions 

Introduction 

are many ways a Boolean function can be The most popular one is a truth 
representation. size the truth table increases exponentially with the increase n 

of the function}. Another commonly AND-OR 
as the Sum-of-Products than 

During last two researchers focused their eyes 
on logic functions using EXOR-based circuits which is more compact than 

AND-OR representation. example, for representing a function an AND-OR 

product AND-EXOR representation takes n product 
In this chapter, classification of logic is along 

of type, uses 1993a]. 

AND-EX OR Expansions of Logic Functions 

following expansions are the of the representation of 
[Sasao 1991, 1993a, 

1. ..... H'�U.".VU expansIOn 

Positive Davio expansion 

lll. Davio expansion 

Shannon Expansion 

Shannon expansion of a logic function is ... "",,,un, ... as follows. 

OKU"<>n"O 1.1 (Shannon expansion) An arbitrary function, f (x1' , ... ,xn ) can be 

I./<+u'-'''' .... using the following 

(1.1) 

by putting 0 for in f (x1' putting 1 ( one) 

,X2,'''' ) " 
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,1, 

The theorem is proved using proof by induction. we p ut Xi 

,0,Xi+i'" )=0'/0 +011 =/0' Again, i f  we put 

,1,xi+l"",xn 110 + 1· II . Thus we have the theorem. 

Shannon expansion can also be ret,re�;ented in the following 

(1.1), we 

In (1.1), we 

(Q.E.D) 

1.1 (Sbannon expansion) An arbitrary 

using the following expansion. 

function l{xJ "",xn ) can be 

(1.2) 

,0, ). 

The sub-functions 10 and xJ, of (1.1) are mutually disjoint. So, + of (1.1) can be 

"'<;;'I).a"""'1 by EB. Thus we have the lemma. (Q.E.D) 

circuit for the Shannon expansion is shown 1.1(a). In UJ.H,UlLUV' 

anr)ears both as 

Positive Davio Expansion 

positive Davio expansion of a logic function is defined as follows. 

",nO"","", 1.2 (Positive Davio expansion) An arbitrary n-variable function I{Xl' , .. ,' xn) can 

, ... ,Xn)=/oEBXJ2 (1.3) 

,0, , . � �, , ... ,Xn) and 10 

= Xi' from (1.2) we can I(X(,X2, .. ·,Xn)=-(lEBXj)lo XJI:::: 
( 10 EB 11) =-10 Xi fz . Thus we have the theorem. (Q.E.D) 

circuit the positive Davia expansion is shown in Figure 1.1 (b). In positive Davio 

GliaIl,SlO,n the variable appears as only Xi . 
Negative Davio Expansion 

negative Davia expansion of a logic function is defined as follows. 

8 



(Negative Davio expansion) An arbitrary n-variable function f(xl, , . , "' 

1\) 

following expansion. 

Xi . Thus we have 

for the negative Davio "'","U'''''H'' 

variable as only 

1; -----1 

(a) S 

,I, 

theorem. 

is shown in 

(b) pD 

Figure 1.1 Circuits cOlTesponding to 

JJ-.L:JL' • ..., J ... , Expansion Trees of Logic Functions 

, ... ,Xn) and h = fo fl' 

f 

1 . 1  (c). In nA{T",>tn 

X, 

1; -+----. 

(c) nD 

expansions. 

the three expansions of ( 1  
can represent a logic function using 

( 1 .3), and ( 1 .4) for each variable a 
following expansion trees [Sasao 1 995]. 

Shannon Tree 

) can 

(1.4) 

)1\ = 

Davio 

f 

the Shannon to a logic function, we can a logic 
an example of a Shannon tree for a 3-variable 

where the symbol S Shannon expansion. The terminal nodes represent 
constants. Each edge a literal (uncomplemented or complemented form of a variable) 

{ ,Xi} of a variable as a label . A product of the root node to a cvuuu,u, 

.. pr.rp�,pn't", a product term. example, the right most path the product term 
. The expression corresponding to this tree 

fooo Xl EEl fOOl 1010 XI fOil XI X2 

f101 XI x3 1110 XI x2 EEl fill XI X3 
(1.5) 

9 



is a canonical 0",..,,.,,,,, 

products having zero 
to the number of products in 

f 

Figure 1.2 A Shannon tree 

Positive Davio Tree 

product term contains all in the 
Thus, the number of non-zero 

function. 

the positive Davio expansion recursively to a function, we can represent a 

nction by a positive Davio tree. 1.3 shows an example of a positive Davio tree for 
-variable function f, where symbol pD denotes positive Davio expansion. 

'" 
E { 1, xi} of a as a label. corresponding to this tree 

fo02 1 . 1 . EEl f020 1 • X 2 . 1 EEl 

h02 ·1· f220xl ·1 

is a canonical "'''''��H and uses only positive (uncomplemented) literals. 

(1.6) 

10 



f 

1 

Figure 1.3 A positive Davio tree for 3-variable function. 

3 Reed-Muller Tree 

use the positive or Davio expansion for variable, we can represent 
function by a Reed-Muller tree. Figure 1.4 shows an example o f  a Reed-Muller tree for a 

p-n£4U4V'''' functionf, where the symbols pD and nD denote the Positive and the Negative Davio 

respectively. this use D avio expansion and 

uses the Negative Davio expansion. The corresponding to this tree 

;;:;:/0101.1.1 10121·1,x3 10201. 

·1·1EBhI2 ·1· EB/220 

·1 10221,x2x3EB 

x2 ·1 EB 1222 
(1.7) 

expression is canonical for a given way of expansion. There are different expansions for 
variable function. Different expansions will produce expressions with different number o f  

11 



1 

Figure 1.4 A Reed-Muller tree 

the Shannon, the positive Davio and 
e can represent a function by a 

tree a three-variable 
positive Davio and the 

3-variable "".UJ',","'1..I1 

expansions, respectively. 
uses the Shannon uses the positive expansion, and 

Davio expansion. expression corresponding to this tree 

Xl' 1 . 1 EB fo02 X I . 1 . EB f021 xI . x2·1 f022 xI 

. 1 . 1 EB f102 . 1 . fl21 xI ·lEB X2 

is canonical for a way 
. able function. Different expansions 

(1.8) 

12 



Figure 1.5 A 

Reed-Muller Tree 

the positive or the negative 
by a pseudo Reed-Muller 

we can represent a 

�""""Ul�l tree for a three-variable 

�i\5iilt:�n corresponding to this tree is 

· 1 · 1 EB fo02 1 ·1 . x3 f020 1· 

are -1 nodes 

·1 EB 

n-variable functions. So for a 

are -\ different expansions for 

Therefore, there are nf.22J1-1 different expansions for an 
DarlSH)llS win produce expressions with different of products. 

of a 

The 

(1.9) 

input 
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f 

Figure 1.6 A pseudo Reed-Muller tree for 3-variable function. 

Kronecker Tree 

any of the Shannon, the positive Davio and the negative Davio expansions for each 
can represent a logic function by a pseudo Kronecker tree. Figure l .7 shows an 

of a pseudo Kronecker tree for a three-variable function! In this tree, variable xl uses 

.�amlon expansion, variable x2 uses both the positive and the negative Davio expansions, 

x3 uses all of the Shannon, the positive Davio and the negative Davio expansions. 

corresponding to this tree is 

XI · 1 · x3 EB fool XI · 1 . X3 EB f020 xI x2 · 1 EB f022 xI x2 x3 EB 

xl · 1 · 1  EB fl12 xI ·1· x3 EB f120 xI x2 x3 EB fl21 xI x2 x3 
(1.10) 

there are 2n -1 nodes for n-variable functions. So, for a given order of the input 

_"·'V''', there are 3
2n

-

1 different expansions for n-variable functions. There are n! ordering of 

t variables. Therefore, there are n!·32n-1 different expansions for an n-variable function. 
expansions will produce expressions with different number of products. 

14 



X2 

Figure 1.7 A pseudo Kronecker tree for 3-variable function. 

Representation of Canonical Sum of Products (CSOP) Expressions 

�lJlon tree generates an expression of the form shown in ( 1 .5). If we replace coefficient f 
(1 .5), we have the following expression: 

Xl X2 X3 EEl (1001 Xl X2 X3 EEl (1010 Xl X2 X3 EEl (1011 XI X2 X3 EEl 

XI X2 X3 EEl (1101 XI X2 X3 EEl (1110 XI X2 X3 EEl (1111 XI X2 X3 
(1.11) 

C:;J'k�Dn::SSlun of ( 1 . 1 1 ) is a canonical expression having all minterms. This is nothing but a sum 
expression or CSOP expression with OR replaced by EXOR, and is known as 

EXOR-sum of products (ESOP) expression. 

example, f { Xl, X2, X3)= � x2 x3 EEl� x2 x3 EEl Xl X2 X3 EEl Xl X2 X3 IS an ESOP 

,-... "',,",UL,o.U\..I11 of the function f{ x] , X2, X3) = Lm (1 ,3,6,7) . 

Representation of Disjoint Sum of Products (DSOP) Expressions 

_tOlllt sum of products (DSOP) expression is defined as follows. 

1 5  



1.1 The disjoint sum products (DSOP) ext)re1;Slcm for an 

... ,xn ) can be as 

)= I+ ,. ,.  '" 
... xn (1.12) 

represents instance expreSSIOn can 1, or xi' and 

teill1S are mutually disjoint. 

CSOP exp'res151orls. 

UH'J>HVU' sum of products (CSOP) expression is a disjoint sum of products 

the mintenns a are mutually (Q.E.D) 

sum of products 

ret:,re�;entea as 

expreSSIOn an n-variable function 
... ,x,J can 

'" * '" 
x2 ... xn (1 

EXOR-sum, every 
>I< • 

of xi III the pvrlrpc: can be 1, xi or 

tenns of (1.1 are mutually 
the lemma. 

of AND-EXOR Logic Expressions 

+ "' ''''r<:iTt ...... can be 

of  classification of AND-EXOR logic expressions in the 
1991, 1993a, 1995], are seven 

Reed-Muller 

Polarity Reed-Muller 

expreSSIOns 

expresslOns 

Reed-Muller (PSDRM) expressions 

Reed-Muller (GRM) expressions 

Sum of Products 

expreSSIOns are elaborately in 

16 



Reed-MuHer (PPRM) 

Davio tree generates an expression of 

b and subscript 2 with 1 in (1 
EBbOIO x2 EBbOIl EB blOO 

bllo xlx2EBbili xlx2x3 
(1.14) 

uses only positive literals, and is 
According to some authors the 

polarity Reed-Muller (PPRM) 
variables are 1 and to 

ers the polarities are O. This expression is a ""':>':>"JH and no 

F( xl ,x2,x3 )=XlX2EB IS a expreSSIOn for the function 

Lm(3, 5,6,7). 

Polarity Reed-Muller 

Muller tree generates an 
ng observations: 

as shown in (1.7). In (1.7) we 

a subscript i E {a, I} of a '-'A<>rT1.f"<3,,,t the corresponding literal of the ... ..,..,vv, ....... 'u 

product term appears as 

For a subscript i 2 
.. 

term appears as E { 

'" 1. 
corresponding literal of 

} depending on the expansion used. 

an uncomplemented variable is represented by 0 
'vn�'n1"<'1i variable by 1. reverse polarity convention is also used in 

follow 

1 with 0, SUbscript 2 with 1, 
expressIOn: 

.. .. * 

is 0 

is 1 

* 

and 

(1.15) 

17 



".V,'O"'.'U uses fixed polarity for a given variable and is called a polarity Reed-Muller 
for a polarity vector of variables. 

as 

the FPRM expression a 

be as, 

- -

function polarity vector p 

bOlOx2 bOllX2X3EBblOOxI EBblOI xI EBbll X2 Ilxl 

X3 IS an 

Reed-Muller (PSDRM) Expressions 

Reed-Muller tree an of 
a pseudo Reed-Muller (PSDRM) pvr'rp"'''I''.n 

Reed-Muller trees 
expressions. There are n! 

expression for the function 

as shown 
For a 

of 

TT"'�''''nt orderings of the input 
of n variables. 

different PSDRM t"v ..... ",,, exist for an n-variable function. 
products. An 

mInImUm expression a given the minimization 
uJe.;·.1.'U .... expressions is to an expression having minimum number products. 

F( xI EB EB Xl x3 is a PSDRM expression the function 

)= Lm (1, 4, 6, 7) . 

Reed-Muller (GRM) Expressions 

Reed-Muller (GRM) is 
for a 3-variable function is represented as 

boon EBb001 EBbOIO EBb0l1 EB 
blOo Xl XIX3 EBbllo EBblll 

polarities of the literals 

either or 

,. 

from a The PPRM 

(1.16) 

the following expression. 

(1.17) 

18 



is called generalized Muller (GRM) a GRM 
the positive the literals may appear at the same time a given 

a GRM expression, no two products have the same set of variables. For an n-variable 

2 n GRM expressions 
will produce number of products. An 

minImUm of products is the minimum GRM expression for a 
fore, the minimization problem GRM expressions is to find an expression 

products. For G( xl )=XI X2 EB xlx3 is a 

function f( xI ,x2,x3 Lm (0,1,2,5,6,1). 

"'u,,"" ..... ''-'. (KRO) Expressions 

m=ckf�r tree generates an expression of form as shown in ( 1 .8). This type of ",vr.,.",,, 

(KRO) expression. are 3 n different KRO expressions for an 
will produce different number products. An 

minimum number products is the minimum KRO expression for a given 
the minimization problem KRO is to find an <"vr.,.",,, 

---
""'nl1· .... n1T1 number products. For example, F( xl XI x3 is a KRO 

function f(Xl,X2, (0,7). 

Kronecker (PSDKRO) Expressions 

form as shown in ( 1 .  10). type of 
a of the input 

pseudo Kronecker trees Different orderings of the input variables 
are nl different orderings of n input variables. 

with minimum number of products is 
PSDKRO expression for a given function. Therefore, the minimization problem 

expressions is to find an expression having number products. For 

xI xlx2 EB xI x2 is a PSDKRO expression for the function f(xJ ,X2' )= 

E.xclusive-OR sum of products (ESOP) Expressions 

sum of products (ESOP) expression is the most general 
and can be represented as follows: 

AND-EXOR 

19 



've-OR sum of products (ESOP) expressIon for an arbitrary n-variable function 
) can be as 

* ,.  ,. x2 ... 

EX OR-sum and existence 

(1.18) 

,. 
can be as 1, 

values, the of product terms (1.18) will 

ESOP product terms present or absent So, are 23n 
ESOP product temls, some the given Boolean function. The 

with number of product terms is the minimum ESOP 

function. example, )= xI EB XjX2 EBXj is a ESOP 

f(x!, (0,1,2,3). 

Polarity Reed-Muller Expressions 

has been in 200 1]. It is stated that 
Polarity Reed-Muller (DFPRM) expressions are generalized 

product terms FPRM expressions. The definition is V1,""VVJ'<'<.',,,", 

a FPRM F is denoted by v(F). �(F) is uv.l.lHv,,", as the 

denotes the polarity of the variable Xi; Vi means the 

variable Vi means the Davio IS 

FPRMs such that v(Fa �(Fb)' where we assume that n-

is a without loss of generality. The combination the two 

is called a Double Fixed-Polarity Reed-Muller expression (DFPRM) with the polarity 
) .  

we have two 

X!X4. Here, 

Fa(X j , 
)= [0, 1, 1, and 

polarity 

and 

) 1, 0, 0, 1]. 
is [0, 1, 1, 0]. 

20 



IV. 

V .  

."""'''''''':''1 of AND-EXOR 

classes of logic 

that PPRM, FPRM, PSDRM, GRM, 
expreSSIons. following 

c FPRM 

c PSDRM 

KRO 
c PSDKRO 

c PSDKRO 
VI. PSDRM c GRM 

Expressions 

are stated in following 

and 

the definitions. 
the theorem. 

definition, a 

classes of 
1991]. 

logic 

ESOP 

r ------- G�------� 

Figure 1.8 Relation vanous of AND-EXOR 

AND-EXOR expressions are 

expressIOn, all the literals are 

EB xlx3 is a expression, but not a PPRM 

positive literals, but has negative 

in theorem .4) 

usmg 

XI and 

21 



is a PSDRM expression, but not a FPRM expression, 

polarities. 

expression since 

is a expression, expression. 

both 

is a PSDKRO expression, not a PSDRM "'''''''''0<'<"'''' since it 

of the highest 

expression, but not a PSDRM expression. 

expression, but not a PSDKRO expression. 

expression, but not a GRM expression, 

degree. 

it contains two 

IS an but neither nor PSDKRO 

of AND-EXOR Logic 

specific advantages following areas 1 993a]. 

the following <lr"l<ln','> the field 

implementation of PPRM, 
1 Saluja 1 975, 

and GRM eXIJre:SSHJnS are very easy to test 
1 985, Sasao 1 994, 1 

.LJ-JL.JJ ... 'LI'J. .... two-level networks, tests that detect all struck-at 
generated in polynomial time of the number products. On the other 
AND-OR two-level the test generation problem is not 

[Toida 1 992]. 

circuits are more amenable to efficient 
counterpart [Mukhopadhyay 1 970, 1 

with the existing minimization methods 
in the field of products requirements: 

expressions never 

strategies than 
Helliwell 1 988, 

following 

more products SOP 

arithmetic number to decrease in the following 
PPRM, FPRM, KRO, PSDRM, 

"'.,.....YTT> GRM and [Sasao 

22 



1991, 1993b, 1 
PSDKRO, GRM, and 
expressIOns. 

. Therefore, for arithmetic 
require 

KRO, 
products 

c. pseudo-randomly function with true minterms, the 
products to decrease the following order: PPRM, KRO, 
PSDKRO, SOP, GRM, 1991, 1 Debnath 1995]. 

for pseudo-randomly generated functions with 2 n-1 true mintelms, 
expressions require products than SOP expressions" 

4-variable functions, of 
FPRM, PSDRM, SOP, PSDKRO, 

for 4-variable PSDKRO and 
products than SOPs. 

e. 5 -variable functions, the average number of products In 
KRO, and [Sasao 1991, 1993a]. 

[ For 6-variavble an at most 16 products 
reqmres realizing an arbitrary function [Sasao 1991, 1 

above it can summarized that in PSDKRO, GRM, 
products than SOP. 

logic supports methods, which involve algebraic techniques 
algebra of real numbers [Mukhopadhyay 1 Harking 1 

-<LLL<>C>C<IL"- logic circuits exhibit a modular structure may them 
[Fleisher 1 Helliwe11 1988, Green 1991]. 

AND-EXOR extend 
"".,..1l1fc [Green 1976, 1987, 1993b]. 

expressions have the following applications as tool: 



Fault of any logic circuit can be detected by verification of its Reed-Muller 
coefficients [Damarla 1989]. 

Boolean matching can be detected using FPRM representation as a tool [Tsai 1994a]. 

Symmetry of Boolean functions can be detected using FPRM expressions as a tool 

[Tsai 1996]. 

Boolean functions can be classified using FPRM expressions as a tool [Tsai 1997]. 

24 



on of Fixed Polarity Reed-MuHer Expressions 

vectors. So there are 
will have different number 

expression using established techniques 
etc. starting point, generally, is sum 

number of terms/literals. The minimization 
-J..J'(>''''''.I.'I. expressions. If we consider the 

an n variable function, then we have 

for an n variable function. 
expression with minimum 

is the minimum FPRM expression 
FPRM expressions is to find a IJV1,a,J.H 

function. the minimization 
vector that an FPRM expression 

number of products. 

Review on Minimization of polarity Reed-MuHer (FPRM) 

and incompletely specified functions, numerous exact and heuristic minimization 
exist. discuss some of the methods. 

and quasi-minimal minimization of highly testable fixed polarity 
canonical networks [Sarabi 1992] 

we know about the different 
we will discuss about a fast 

canonical networks. 

of 

npr,,,p'�n the Boolean product terms 
• ..... ",..,..."TP.,..,.,.," is used for the latter. 

as the PPRM 

terms 

(Consistent Generalized Reed-Muller) 

resl;lOIlS and their 
algorithm which 

1. 



CGRM 
second is to 

"'-""-H'Ll.H expansion 
is to identify 

function with this 

method for realizing a CGRM expansion switching functions is by operating on 
'oint cubes which the function 1 974, Schafer 1 99 1 ,  Varma 1 99 

the function is represented by disjoint cubes rather than to reduce 
ements. are expanded those occurring in 
r of cubes are the function. The fast method 

uses the new operations of and symmetric 
together with a Gray-code 

commonality, 
to realize 

cube, method, the monoterms 
case of CGRM, are given by Theorem 

mono terms originating from a for the RMC expansion are all the 
1 s in the same positions as 1 s the original 

- 0 1 
0 1 0 
1 0 1 

monoterms is to as mono terms 

Table 2.1 Various operators for a single bit 

(b) Cube commonality (c) difference 

r 0 1 0 1 
0 0 1 0 € 1 
1 1 1 (D 1 € € (D 

€ (D € 

of realization of CGRM expansion a given polarity is outlined 
is represented as a set disjoint cubes. cubes are then nn'''''''TPn 

the polarity the CGRM. The symmetric difference 
d and monoterms representing the resulting are generated in a Gray-

Finally, Equivalence with the is performed on each of 
to CGRM resulting monoterms can be 

''''; en be a set 

common in all 

-8S4 + ... + (-

number is by the following 

n disjoint cubes. S k denote the sum 

k The number mono terms 

+ ... + 2)n-1 

number 

the set 

equation, Sl denotes number of all mono terms that are one cube, Sz 
all mono terms that are common in two cubes, etc. 

uu"u."u polarity is an 
the required features, if 



an array, can 
amount 

to find minimal polarity any search. can just 
the exact solution. 

to be performed. 
the case that none the 

the 

monoterms for a set of disjoint difference the 
monoterms each cube and number of mono terms that 

occur in an even number of of these numbers va • .<u!','" 

is one which in the optimum 
number of expansion monoterms. 

certain the function that can be used to the search 
the minimal polarity. For the case functions that are ,.." .......... .., 

polarity can fOlmd directly without any search. 

2.3 The minimal polarities for a 

the cube. such 

the 

are the 

is equal to 2 N DC 
which match all 

N DC is the number 

a function is comprised of more than one there are other t.'<l,hH""C 
search space reduction. Theorem 4 provides one criteria 

based on the of an array cubes, 

s of cubes which have a value of 1 m a 

sum Si s of the which have a value 0 in that column. 

the cubes that 

SO-DC i denote 

both 1 s and DCs in column, assuming 

sum of SiS of the have both 

in the column. The corresponding minimal literal for a column in the array of 
should be -'--"'J">'--

2.4, it is possible to the following 

all Os or 
column. 

be doubled.) 
value. 

method of minimization, first it is checked 
or two. solution for cases is found 
cubes involved, first Theorem is used to 
for minimal polarity can be found 

1 s, corresponding minimal polarity 
opposite is chosen, number of 

a column comprised DC values, 

the function is only 
2.3, 

columns in disjoint 
All the other columns are set to the 
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and a search minimal polarity is .... "''''T'',.,'''' in Gray-code order, changing one 

minimization problem is introduced. corresponding 
of overall number monoterms and the ones 

polarity a array disjoint to identify the 
these heuristics, a priority 

algorithm is introduced. 
for polarities is devised a 

can be used to bring more EXOR 
the of logic synthesis. 

Minimization of fixed-polarity AND/XOR canonical networks [Tsai 1994b] 

[Tsai 1994b] the term GRM is same as FPRM ""vr.,.""" discussed in VB ... ,.n',",L 

) be a completely specified function. Each of xi' 

the of the set of that function 
-set off The set of function evaluates to 0 is 

a function.f, denoted fx., is the function derived 
I 

_.'._"J, J�i 
is a cofactor of J when Xi is set to 0 in f lfl rl"'t',nr.,,, the number of on-set 

of f t 1 is to  represent the literal of Xi; t i can be 

A vertex is covered by a cube if vertex is contained 

difference J with respect to a variable Xi' denoted 

computed from the formula 

, 
ami the /c/eot/ty = I fJi.£;., we caD lenve, 

IS 

Xi or Xi. A 

the cube. 

as 



polarity vector and form. the optimal polarity of a , it is 

ed which rpCCIf'lr. between 1 )  or (2.2) is to chosen. The one which 
GRM form must be chosen. process will continue recursively 

can be formed. 

show that algorithm less cubes 
Y2 second on an for computation. 

compared to [Sarabi 1 992, 

Genetic Algorithm for minimization of Fixed Polarity Reed-Muller 
_'vu..,. [Drechsler 1 

used in optimization and learning 1 99 1 , 
Fixed Reed-Muller expressions GA 

include representation problem in GA domain-
m:"",�un of the population, an object function or function, selection 

rking with various GA operators. For representing expressions polarity vector 
each variable. Thus, each element population corresponds to an n-

binary vector. A popUlation is a set of vectors. Using this 
'f:a,re:sents a valid solution. 

function that measures the fitness of element here is number of 
FPRM corresponding to chosen polarity. This function has to be to 

pn,',,"{'.n of 

is performed by roulette wheel selection. Additionally elitarism is used [Davis 
guarantees that the element is never gets lost and thus faster convergency is 

with problem specific 

works in the fol1owing 

binary strings is 
as discussed above. 

popUlation is in each 

[Davis 1 ]. The 

crossover, 2-time 

and i elements are 

without modification. 

operators, reproduction and crossover are u .... . nn."'" to another elements. 
2 
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The are chosen according to their fitness as described above. newly 1"t'1'>":.tp,rI 

are 
probability. 

mutated by one of the three mutation operators with a 

algorithm stops no improvement is obtained 5 0  . Iog(best _ fitness ) 
denotes the of best 

greedy algorithm is applied to the element. 
population. Finally if 

treIleIllC operators are iteratively applied orrestionamlg to their 

Reproduction is performed with a probability of 20%. 

Crossover and 2-time crossover are performed with a probability of 8 0%. 

Mutation, 
generated 

mutation mutation with 
vH1.vUI'''' with a probability of 1 5%. 

are out on newly 

results show that for up to 1 5  variables the proposed gIves as many as 
terms as the exact algorithms give but much seconds. functions 

where no optimal solution is known, results were compared with 
number of product terms are much than heuristic approach. 

without application of greedy heuristic, performs not very good, 
points are too This a fast convergency. 

OFDD based minimization of Fixed Polarity Reed-MuHer Expressions 
er 1996] 

a Fast 
proposed. 

Functional Decision Diagrams) based minimization 

, .. . ,Xn} is a rooted acyclic graph G = (V,E)with 

...... ,,, .. '" two vertices, non-terminal terminal non-terminal 
is labeled with a variable X n' called decision variable for v, and has exactly 

by low(v ),high(v ) E V .  terminal vertex v with a 0 or 1 

variable is encountered at most once on each path in DD 
DD is ordered it is free the variables are encountered 
DD the root to a terminal vertex. 

UV�AUV certain reductions on the decision 
·�111"i'1r. ..... types are used this paper [Drechsler 1 996]: 

order to rprll'f'P SIze. 
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Type I: Delete a node v' successors are identical to 
� ... , .... ,,..., to V'to point to v. 

successors another 
node v and redirect edges 

Type D: all nodes v whose successor high(v) points to terminal 0 and connect 
the incoming of the deleted node to the corresponding successor. 

ition DD is reduced if no reductions can be applied to the Two and 
called eqUivalent iff results from G 1 by repeated applications of reductions and 

reductions. DD, G2, is called reduction a DD, Gl and are equivalent 
G2 is reduced. 

1. I f G 

An over Xn is given by an ordered over Xn a uniquely 

decomposition (here, the positive Davio ( 1 . 3 )  and the Davio ( 1 .4) 
as decomposition types), di E {pD,nD} assigned to each 

of a 

fa : B 11 .......; B by an OFDD over X n is defined as: 

node labeled with 0 ( 1 ) ,  then is an OFDD for o (f 1 ). 

I f  G has a root v with IS an for 

{ftOW(V) xifhigh(v) : di is pD 

fiow(v) xifhigh(v r dj is nD 
where ftow(v)Vhigh(v») is the function represented by the OFDD rooted at low{v Xhigh{v)). 

A node in an is called a positive Davio-node it is expanded by 
(2. 1 )  it a Davio-node if it is expanded by Davio 

.... "<"'hn,.., (2.2) . 

are outlined. relation directly outlines 
or mlmmum In an OFDD a positive Davio or a 

decomposition is out in node. reduction type D that a 
is deleted, if the function represented at node is from the COITe�;po!nC!mg 

The paths from root of the OFDD to terminal one ( 1 ) are observed. They 
ed I -paths. Each 1 defines a of variables that to 

Thus, following theorem is 

!!UJ,HU'v' of I -paths in an 

terms in FPRM. 
of the FPRM. 

for Boolean function f : B /I .......; B is 

choice of decompositions in OFDD 

variable FPRM is uncomplemented and it is 
:menteo. if negative Davio decomposition is used. Obviously, of 

for a output function has running time O(n.ltermsl), where 

3 1  



denotes the number terms. number of terms for can easily 

_."Ull1"'" from the OFDD for a output by a depth-first-search 
unts the number of I -paths. algorithm has running O(G). Thus, OFDDs a 

I -paths to get with a minimum number of terms is 

fixed decompositions is given and the decomposition corresponding to one 
xi is to from to or versa this can done 

in polynomial time as follows: An EXOR-operation is carried out at node labeled 

mInImUm for a given function I an with only Davio-
is built up. Then it is transformed by step to an OFDD with only negative 

for possible choice of decomposition types are constructed, OFDDs 
each the number 1-paths is determined and IS 

code is  used to enumerate 
. 

ions. Although the algorithm is conceptually simple, the results 
it performs very One main reason this, are the efficient operations on the 

for which the OFDD can be constructed the minimum FPRM can obtained. 
be done for (some) functions with several hundred variables. Thus, this approach is 

ULL,La""" by the running time, but not by the space requirement. 

semicustom Ie for generating optimum generalized Reed-Muller expansions 

1997J theory and of a integrated circuit (IC) 
ion the polarity a given Boolean function. Given the minterm 
a Boolean function, the chip computes coefficients all polarities the 

Reed-Muller (GRM) expansions, and identifies the polarity with least number 

115 are reversed. 

and is based on the 
coefficients, where, E {O,l}, of the minterms are 

to produce the and so on. resulting 
COi;lIlClem:s for 10' I t  was observed the right-most 

may the 

ASIC for a 4-variable function, with sixteen input lines, includes CONV, the 
a bit counter COUNT, ADD-which computes the of 
weight refers to the number logic ones, which is equal to 
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of terms. The weight is stored in REG the coefficients of the polarity are stored in 
. REG and are 4 and 16 bit registers. These hold the weight 10 and its 

and update content only 
the present polarity and last 

a better polarity is found. COMP compares the 
polarity. Polarity vectors are computed on 

edge clock pulse. the of sixteenth clock pulse hold the 
the best polarity. 

Mapping of fixed polarity Reed-Muller coefficients from minterms and the 
tion of fixed polarity Reed-MuHer expressions [Khan 1997] 

[Khan 1997], an for mapping FPRM 
on-set minterms the function a given polarity vector is on:seltlteO. 

algorithm finding an optimal polarity vector from on-set minterms that produces 
minimum FPRM expression is also presented. Both these algorithms are developed for 

ut fully specified functions. 

FPRM and heuristic an optimal 
vector from the on-set minterms, the following definitions and lemmas are required. 

x be a variable and e E {O, 1, 2} . is a literal of x such that {X if e = ° 
xe x if e::: 1 

1 e=2 

sum 01 products (CSOP) an arbitrary n-variable "U�VUVH I(X) is repn�senteO 

OR-Sum and EXOR-Sum respectively, X (XI' , ... ,xn) is 

... kn)E {O, It is the polarity n-tuple for 

are CSOP coefficients, and Xk = (X;I X�2 ) is the 

to the coefficient ak 

number of 1 s y is denoted by 't(y). 

The value of Boolean of an arbitrary function of n-variables I(X) 
= (0,0, ... ,0) is defined as 
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=0 
1 

I(Z) 

)and 

.. mOD 2.10 Kon � = (k,k2. ) E {O,I}nlak=l} is the set of polarity n-tuples for the ON-

� = (k1 k2. ) {O,l}n /a k o} is the set of polarity n-tuples for the 

1 ifand only IKon I is odd . 

... P n) E {O, l}n is the polarity vector the array, 

are operators. 

2.9 boo ... o = 1 iff P E Ko/!' 

"'U�U'b on Theorems an algorithm is developed for !HU,jUH.'j;. the 

IKonl numbers of on-set minterms are to be 

IKonl are, 

coefficients 

where average 



both average 

'"1'\0''''' the coefficient 

complexity. The average and maximum 

of this 

complexity is 0.5 times that of the 

computational time complexities of the 

are 0(4 n ) where the coefficient the complexity is 0.5 of the 

complexity. 

IIDi1tion 2.11 ;::: �i is the ith oj k E {O,l}n 
and ak 1 } the set of of 

minterms. ONE(i)::= kj is the number of Is in Kon,i' ZERO(i) = IKonl- ONE(i) is 

observations were found during the experimentation of the algorithm. 

ation 2.1 all product terms the function are canonical product terms, i.e. minterms, 

optimal value of Pi is likely to be 1 if IKonl is even or both IKon I and ONE(i) are odd; 

is likely to be 0 if IKonl is odd and ONE(i) is even. 

2.1 J(Xl' )=�1�2�3+Xl�2X3+�lX2X3+XI- function 

four minterms, therefore the optimal values of PI' P2 and P3 are likely to be 1. 

2.2 some product terms of the function are non-canonical product terms, then 

al value of Pi is likely to be 1 if ONE(i) C: ZERO(i); and the optimal value of Pi is 

ONE(i) < ZERO(i). 

2.2 J(X"X2,) XIX2X3 +X1x3 +xlx3' ONE(I) 1, ZERO(1)::::2, 
:::: 2, and ZERO(3) 1. Therefore, the optimal value of PI IS to be 0 and the 

value of P3 is likely to be 1. 

a function J(XI' , ... ,xn) contains only minterms and ONE(i)=IKonl, then 

(expansion pi=l) contains the same set of IDinterms as the flUlction. 

, if a function J(x\, ,',., ) contains only and ONE(i) then Jo XiJ2 

contains the same set of minterms as the original function, 



on Observations 2. 1 and 2.2 and Lemma 1, an algorithm is for 
finding an optimal polarity vector on-set produces near 

FPRM expressions. maximum and the computational this algorithm 

) . 

Sympathy: Exact Minimization of Fixed Polarity Reed-Muller 
'-"''''''U.L'''' for Symmetric Functions [Drechsler 1997] 

an exact algorithm, Sympathy has implemented, to FPRMs 
and the computation time is polynomiaL In [Drechsler 1996J 

OFDDs and have 

terms are described the section. 

, G2 be OFDDs with same Decomposition List (DTL) d and with 

EXOR-synthesis and G2can by an of 

bounded by the same size. 

.-net:ric functions are used Let / : B n  � B  a totally Boolean function 

, • . .  ,Xn} be the corresponding set variables. function/is said to symmetric 

resnec::: t to a set S if / invariant under all permutations the variables in S. 
letely specified functions the symmetry is an equivalence relation partitions the 

disjoint classes "",Sk that will be named symmetry sets. A function/is 

it at one set Si > l. a functionjhas only one -
totally / =XI X2 ... Xn is a totally 

Xi' Xi Sl <;;;; :t:- X j 1 -:;; I -:;; k called pairwise symmetric in 

simple consequence of pairwise symmetry is following lemma. 

function is pairwise symmetric ,Xi) iff =/-;;;x . J 

n ..... ",,,,,,, below that the number of 

of finding minimal 
be to partially 

!M."""uHJu.tion of FPRMs for symmetric functions can be 

'., ....... "',� 2.11 /be pair-wise symmetric in ) . For lJeCOlmpOSJ 

... d j . . dn )and d' (d, .. . di . . . d j .. dn) it holds I/d I == I· 

totally symmetric 
functions. 

Type (DTLs) 
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2.2 a straightforward '"'v."IJ' ... . 

ether f is first decomposed by 

shows that it does not influence 

for xi and then by nD for or 

it is obtained: 

for a totally symmetric function that 
in the following to only consider 

0< · < } /\ _l_n . 

FPRMs and a polynomial 
an OFDD for a totally 

n variables. 

bound for the size of the 
the exact algorithm. 

di E D(i E {O, ... ,n}) that rpnrpc�>ntc a totally 

positive Davio-nodes is O(n2 ) . 
,...,,,,,,,,,,,..,,,,,,, Davio-nodes.) Then the case 

same argumentation 

are considered, while the lower 
of theorem then follows 

laVIO-nO(leS has at most n nodes and 

function fare totally 

HH .... VH of an OFDD with 

n variables to an OFDD 

variables are 
are decomposed 

the fact that the lowest 

functions fXk and 

E n I}) of a totally 

E time and space 

exact algorithm for the FPRM a symmetric function f 

time O(n 7 ) and space 1"P1'Y\pnr O(n6 ) . 

of the algorithm is dominated by the transformation (from 
performance is directly obtained, 

to be carried out n is O (n6 ) , since IS 

the transformation. (The have at most size O(n3 ) .) 
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the algorithm can be estimated by a polynomial of high (due to the worst 
of the EXOR-operation) experiments have shown that the algorithm is very fast 

behavior with respect to runnmg 

Exact minimization of Fixed Polarity Reed-MuHer expressions for 
Specified Functions [Debnath 2000] 

[Debnath 2000], the operators '+' and '-' addition, 

2.12 An n-variable switching function f is a mapping f: {O,l y ---+ {O,l} an n-

valued g is a mapping g : {O, l y ---+ {O,l,. ,., p -I} where p < 2 . 
be noted that switching functions are a of integer-valued functions. 

n-variable integer-valued function f(x\, , � . .  , ) can be 

binary number j, = Xi when hi = 

i = 1,2"",n, Then lmo,m\>, .. ,m2n_\J is the truth vector off 

truth vector of the 

that the TnrF'p_u function 

completely specified switching function are 

= 

+ 

as 

when 

+ is  

problem is to  find a polarity vector that produces an minimum number 
other hand, an n-variable incompletely specified switching function with 

distinct FPRMs, and the minimization problem is to 
vector an of the unspecified minterms to O's and l's that produce an 

minimum number of  products. Once the polarity vector and the of the 
minterms are of an FPRM is relatively easy [Davio 1978, 

exact mlmmlzation for three-variable switching function has been 
method is based on the of extended truth vector and 

1978, Sasao 1996], In n-variable  completely 

,,-,H'''"'''U truth vector is a binary vector �o , t! , .. " J with 3n elements, and 

11tJ30""rvector lwo,w!, . .. , J with �o ," ' , J Each element 

vector i s  with a polarity vector. 



function polarity vector for Wj is a binary vector (bl,b2, ... ,bn) 

, ... ,bn n-bit binary number representing j, (j = 0,1, ... ,2n 1), and Wj 
i0%}"""vu<", the number of products in the for fwith polarity vector (bl ,b2 , ... ,bn). 

an n-variable switching function with a unspecified dl>d2, . .. " extended 

is a vector of switching functions li(d, ,d2, .•. , )V = 0,1,.. 1 ) , and vector is a 

integer-valued functions wj(dl , ... ,du)(j = 0,1, ... ,2n - 1 ) . 

2.14 the 

hd2, ... ,du), denoted by wmin , 

W. 

J be the 

) , and wmill 
) 

represent unspecified 

value 

vector 

be 

the a function 
mj , where lmo, ml , ... , 

an n-variable incompletely specified switching 

mInlmUm for wj(dl,d2, ... ,du) where 

. Let c/, 

0:::::;k:::::;2n-l and ai' , ... ,au E {O,l} 
, ... , the n-bit number 

) represents an of (dl, d2, ... , ) and (Cl, 
a minimum FPRM 

method to build 

(MTBDD) 

each which has 

vector computation 
represent all the 
concentration is in an FPRM with fewest 

function products, then it is 

!tiel.ent to search an FPRM tthreshold or fewer products. If such an FPRM does not 

FPRM with tlhreshold+l products is the minimum Thus, to the 

without sacrificing minimality 

threshold 

solution, we use threshold value, (threshold' during 

_ .... "'w .. ,,, of MTBDDs. 
for FPRMs. 

can obtained by any simplification 

above discussions, an algorithm for exact mirumization of FPRM incompletely 
functionfis developed. 

factors on the 
the 
this 

time mainly depends are 
the number of unspecified 
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algorithm favorably for many functions with 
"th any number unspecified minterms. However, for functions 

it often requires CPU time and memory resources 
minterms is more than 30. 

or 
with mne or more 

the number of 

40 



n to Application Specific Integrated Circuits (ASICs) 

is an applicati on-specific integrated 
at the evolution of silicon chip or 

Before knowing what an ASIC is let us 
circuit (IC). [Smith 1 997] 

3.l(a) shows an IC (this is a or PGA, shown upside down; the 
II go through holes a printed-circuit board). often call the package a chip, but 

3.1 (b) shows that the silicon chip itself (more properly called a die) is mounted in the 
the sealed lid. A package is usually made from a ceramic but plastic 

3.1: An integrated circuit (IC). (a) A pin-grid array (PGA) package. (b) The silicon 
or chip is under the lid. 

such as: memory chips as a 
_i>,O/)'rI only memory (ROMs), dynamic mem ory (DRAM), and 

RAM (SRAM); microprocessors; transistor-transistor logic (TTL) or TTL-equivalent at 
integration (SSI), medium-scale integration (MSI), and integration (LSI) 

that are include: a for a toy bear that a chip for a a 
to handle the interface between memory a workstation 

a chip containing a microprocessor as a cell with other logic. Two ICs that 
not be considered ASICs are a controller chip for a PC and a chip for a modem. 

are specific to an application (shades of an ASIC) but are sold to many 
<"",'rprn vendors (shades of a standard part). ASICs such as are sometimes called 

lOn-sr.'eCl:nc standard pr oducts (ASSPs). 
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(a micron is  10 -6 m) thick) , circular 
use dies or the plural 

many layers (usually 10 and 15 
layer has a that is 

to a photographic sl ide. The first half-dozen or so layers 
half-dozen or so layers the Wlres 

below are, 

ASICs 

Programmable ASICs 

logic 
__ '/","_' abandons approach pretested and 

It makes sense to take thi s  approach only 
no suitable existing cell available can be for the This 
because cell libraries are not fast enough, or the logic cells are not small 

Array 

much power. full-custom may if 
H.411 ,,,","''''' that libraries or because the 

ASICs 

ASICs 

1 Standard-Cell-Based ASICs 

-uu,�c:;u ASIC (cell-based IC, or CBIC) uses pre:ae�ng:rlea 
flip-flops, eXanlple) known as standard cells. It is 

or CBIC means a standard-cell-based 

cells, 

flexibl e  m a standard 
standard-cell areas may combination with 

microcontrollers or even microprocessors, known as megacells. 



are also called megafunctions, full-custom blocks, 
, cores, or Functional Standard Blocks (FSBs) . 

macros (SLMs), fixed 

only the placement of standard and interconnect in a 
standard cells can be placed anywhere on the silicon; this means that all the 

disadvantages are time 
time needed to fabricate all 

this of ASIC are as follows: 

All and interconnect. 

Custom ,nvvn» can be embedded. 

Manufacturing lead is about 

o DCJIJDDDDDDDIJDDDDDD Cl Cl 

��� § 
51 El --;.....:1 0 

C 
C 

§ 
C 
o 
o 
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ASIC (CBIC) die with a 
flexible block) together with fixed The H"" U V '  

standard cells. This is the low-powered microscopic look of die 
Figure 3. 1 (b) .  The squares around the edge die are bonding pads that 

are connected to package. 

in library is using full-custom but these 
' gned and precharacterized circuits can be without having to do any full-custom 
. This design style gives the same performance and flexibility advantages of a full-custom 
b� and 

cells are designed to fit together like in a wall. 3 .3  an example of a 
standard cell. Power and ground buses (VDD and GND or VSS) run horizontally on 

lines inside the 

allows the automation of the process of 
cells fi t  horizontally together to form rows. The rows 
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blocks. Then ajlexible block built rows of standard cells is 
blocks or other full-custom logic blocks. 

down on the layout of a standard cell. This cell would be 
VI>"C"U"'-" y 25 microns wide on an ASIC with 1 (lambda) = microns. Standard 

lil...,..." ""U to 

are stacked like in a wall; the abutment box defines of the 
The the bounding (BB) and AB is area of 

IJ,-n"",,. supplies (labeled and GND) run horizontally 
cell on a layer lies above the transistor Each 

pattern represents a different This standard cell has center connectors 
lau' ...,,, .• \.! A I ,  B I ,  and that allow cell to connect to others. 

predefined but there is a 
to optimize speed performance, but 

are in a trade-off in performance and area a gate 
silicon The trade-off between area performance is made at the level 

ASIC. 

or the transistors are 
silicon pattern base 

smallest element that is replicated to the cell 
called a primitive cell). Only few of metal, define the 
between transistors, are by the designer using custom masks. distinguish 

e gate array from types gate array, it is called a masked array 
The designer chooses of and precharacterized 

11s. logic cells in a called macros. reason for this is 
base-cell layout is only (inside 



is customized, so is a similarity gate-array macros and a 
are the types of MGA or gate-array-based ASICs: 

Structured 

arrays. 

arrays. 

arrays. 

are two common ways of arranging (or arraying) the in a channeled 
between the rows for wiring; 

channeled was the first to be 
is now more widely used. A structured (or 

'-'H,.u U Jl'-'l1o •• U or channelless but it includes (or embeds) a 

.2.1  Channeled Gate Array 

3.4 shows a channeled gate array. features of 

is customized. 

Manufacturing time is between two 

rows of base cells . 

two weeks. 

Figure 3.4: A v ........ ., . ...,,,.',.. gate-array die. The " 1.1"'-''''' 

_ ........ Channelless 

are set aside for 

to a CBIC-both use rows cells by 
is that the space for ImleWOilllec between rows 

whereas the nPl""'PTl rows of cells may 

shows a channelless array (also known as a channel-free gate 
or SOG array) . The l n1 ·  .... ,...,·r�l't features of this are as follows: 

are: 



Only some (the top few) mask layers are customized- the interconnect. 

Manufacturing lead time i s  two and two weeks. 

base cell 

Figure or (SOG) die. The core 
area of the die is completely fi lled with an cells (the base array). 

h pl-,,!>'p" a channelless gate and channeled array i s  that there are no 
routing on a channelless gate array. Instead routing is  

over the top of devices. When an area of transistors i s  routing a 
no contact i s  made to the lying underneath; transistors are left 

V--U!" amount of that can imp lemented a given s ilicon 
than channeled gate arrays. This i s  usually 

nF'If>'f?'pn the two types fact, the difference occurs because 
IS in a channelless array, but is not usually III a 
array. leads to in Customizing the 

layer in a channelless gate array allows increasing the density of gate-array cells because 
route over the top of unused contact sites . 

. 2.3 Structured Gate Array 

nOElnD'/l gate array or structured gate array (also known as masterslice or masterimage) 
of and One of the disadvantages of MGA i s  the 

gate-array base cell. This makes implementation of example, difficult and 
some of  IC area is set and dedicated to a specific 

cell that i s  more suitable for 
or i t  can contain a complete circuit block, such as a microcontroller. 

array. The important of  this type of MGA are the 

Only the interconnect is 

Custom blocks (the same for each design) can be embedded. 

Manufacturing I S  two days and two weeks. 
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Figure 3.6: A or 
block in the upper left comer (a 

rest of the die is 

embedded gate array gives the 
but with the lower cost and 
ed gate array is that 

an area set aside 
half of the embedded memory 1. .... ".., .. \./" 

'"'u" .. ,.r ..... than implementing a 

die showing an emOe(lae�a 
random-access memory, for """,<uU�"VJ 
with an array of base cells. 

and increased n",rf""'n-I 

of an MGA. 
example, if an vUIUv,.1U'-'U 

only a 1 6  k-bit memory is 
However, this may still be more 

macros on a SOG array. 

\lpr,I'1("\ .. " may offer several structures containing different me�m()rv 
as well as a variety functions. ASIC companies wishing to 
embedded functions must ensure that enough customers use each 

array to give the cost 'lrnT'lnT':l over a custom gate array or CBIC. 

Logic Devices (PLDs) 

Field Gate Arrays (FPGAs) 

Programmable Logic Devices 

(PLDs) are standard that are available in standard 
"' .. , .... '-. <:.. of parts and are sold in v . ..... u .... to many different 

be configured or programmed to create a customized to a 
so they also belong to the family of use different 

programming of the device. Figure 3.7 following 
all have in common. 

layers or logic cells 

Fast turnaround 

A single of programmable interconnect 
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matrix macrocells usually programmable logic followed by 
a flip-flop or latch 

Figure 3.7 
consist 

The 
a flip-flop or 

programmable interconnect block. 

is a read-only memory (R01'.1). The most common types 
use a that can blown (a programmable ROlv! or PROM). An 

programmable ROM, or EPROM, uses programmable transistors 
are altered by applying a voltage. An can be either by 

voltage (an electrically erasable PROM, or EEPROM) or by the 
(UV-erasable or UVPROM ). 

custom 

,-,u,...,vs.v teclmologies logic 
programmable in a and an array of OR 

and programmable logic devices called logic arrays are created. 
device produced first can used, for as transitlon 

can include (flip-flops) to store the current 
to make a 

as a mask-programmable ROM, a array can be placed as a cell on a custom ASIC. This 
a programmable array There is a difference a 

a programmable AND logic or AND followed by a 
or OR plane; a and, 

is programmed, there is an erasable (EPLD), or 
called a PLD but PLD). 
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1 Field-Programmable Gate Arrays 

above PLD in complexity is gate (FPGA). There is 
difference between an FPGA a FPGA is usually  just and more 

In fact, some companies that manufacture programmable call 
and some call them complex PLDs. are newest member of ASIC 

are rapidly growing importance, replacing TTL in microelectronic systems. Even 
of gate we do not consider the term gate-array-based to 

illustrates the p"",,,n t. characteristics an FPGA: 

the layers are customized. 

A method for programming interconnect 

core IS a array 

basic logic cells and 

programmable 
logic (flip-flops). 

logic that can implement 
u"'�'va',u as well as 

A of programmable interconnect surrounds the basic l ogic 

Programmable cel ls  the core. 

Design turnaround is a few hours. 

program m ilble 
bilSlC loglo 
cell 

program m abie 
Int@lConnect 

fiel d-programmable 
basic 

exact type, size, number of the nrr' crr" 1"nlrrl 

tremendously. 
vanes 

sequence of steps to design an ASIC, a design flow. The are 
(numbered to correspond to the labels 3 .9) with a description of 

step. 

Design . The design is into an design either using a hardware 
description language (HDL) or schematic 
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� 
I 

back-::innoti!tt!d nellist 

Logic synthesis: An 
a netlist -a description 

System partitioning: A 

Prelayout simulation: The 

Floorplanning: The blocks of 

Placement: The locations of 

Routing: The connections 

design flow. 

logic?!1 
design 

a logic synthesis tool is 
connections. 

into ASIC-sized 

correctness is checked. 

are arranged on the chip. 

a block are decided. 

and blocks are made. 

to 

Extraction: The resistance and capacitance of the interconnect are 

simulation: to see design still works with added loads the 
interconnect. 

1-4 are part of 
For example, 

To put i t  another 
.""<",enr,, has to 

and steps 5-9 are part of physical design .  There is some 
might be as logical or physical 

net'IOIme:o both logical and physical 



level Architecture of the developed ASIC for FPRM Minimization 

of Register Transfer Logic 

is a sequential circuit constructed with flip-flops gates. Nonnally, 
with state tables. Specifying a d igital with a state 
the of states would large. overcome 

a modular approach. system i s  partitioned into 
some functional The modules are 

registers are referred to as 

A set of """ ",,-,,u 

IS to as the 

d igital 

operations on the in the 

is specified by 

The control for s upervis ing sequence of operations the system. 

Computation of the positive and negative Davio expansions 

Davio 1J",,'UHJLh7 are as below, 

) fo ffi XJ2 
xif2 (nD) 

, . . •  Xi_I ' O' , . . .  , xn ) , !.. = f(xl , ) and f2 

,",''"''''V'''0, and 

following three 

can be computed as shown in Figure 1 for a .... .  "" v ." function. 
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Bit Boolean 
position 

Bit Boolean 
position Coefficient 

pD on xl 

[ 
- .. I 

pD on 

nD on 

(b) Application nD expansion 

nD on 

Figure 4.1: Computation of pD and expansions for a 3 -variable 

1 the computation the on 
pansions are shown. 4.1 (a) shows computation of the 

for variable , x2 and . Figure 4. 1 (b) 
the pD 

the computation of 

the nD expansion is used for variable xl ' x2 

are used on the in the approach shown 

X3 ' In this work 

Figure 4 . 1 depending on 
of the variables. If polarity is 0 then expanSIOn IS 

nD IS 
and polarity is 1 



Bit 
position ��,.nu'v"" 

pD on 
A 

nD on 
B 

pD on 
C 

transfonnation on variables A, B and C 

E, C) the input vector b = [1, 0, 0, 1, 1, 0, 1 ,  ° Y and polarity 

transfonnations on variable are Figure 4.2 .  Here, 

variable A is 0, B is 1 and C is 0, So the transfonnation on A C is 
pD expansion the transfonnation on B is done expansion. 

the FPRM of the for vector 1 ,  

developed ASIC for FPRM minimization 

ASIC for minimizing FPRM 

convert 

r"-'L....L�7, crO 

CRReg 
f---:�--1 
cr7 1 

block diagram of the developed 

p2 
pO 

to minimize 

is shown in 

expresslOns 



i s  a block diagram minimizes FPRM for 3-variable finactions. The eight 
bo . .  are to the inputs the FPRM converter convert. 4.4 

of converter. The converter consists of  n.2fl-1 1 
the same number of EX OR gates where n is the number of  variables in the function. 

also has 2fl number of (n+1 )-to- l multiplexers. the polarity vector an FPRM 
works as address l ines of the 2-to- 1 multiplexers. And thus provide or nD 
on each variable. Here, the value of polarity where 0 ::;; i ::;; n 1 is 0 then pD 

expansion is used and if the value of polarity where 0 ::;; i ::;; n 1 is 1 then nD expansion is  

1 multiplexers are the polarity vector cPi ' the 

the input lines to the outputs of the converter. variable, 

of cPi 

= 0 then 

go directly to converter output tr (0 . . .  of 

2n-1 inputs, to tr( . . .  2n - l ) . If EXOR 

first 2n-J and last inputs to the register tr ( 2n-1 
• • •  2fl 1 )  and the inputs to 

tr(O . . . 2 n-I - 1 )  directly. In this way, for the second variable the inputs to the 2-to- 1 multiplexers 

+ 

vector tr. Now, i f  0 then (0. . .  - 1 )  of  inputs directly to the 

- 1 )  the of (0 . . .  2n-2 - 1 )  and ( 2n-2 . . .  ( + - 1 »  inputs go to 

- 1 )) .  Accordingly, on other are done. 
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convert produces 2 n bit FPRM coefficients for each polarity vector. an n variable 

we have 2 n  polarity vectors and thus sets of FPRM 

bit and two bit counters, respectively. provides 2 n numbers of n bit 
a three variable function converter takes four states to 

where SCtr counts states for each polarity vector. At the state 
inputs are loaded into the converter, and then at of the following states the 

. 
on is done. That for an n function it will n+ 1 states 

the converter to generate FPRM a particular polarity vector. 

which initially holds 2 n  1 's. Then after the generation of each set 
'-'''''lVU'''' '-' .. "U.·�v'" is loaded with That is, the converter passes 

the is a module that the bits of the FPRM coefficients to detennine 
number of l 's in the FPRM coefficients. As we are intended to find the FPRM 

least number of product tenns thus least number 1 we keep record of number of 1 's in 
set of FPRM coefficients. The adder computes the number of l 's in the coefficients 

each polarity vector. 

RReg in the holds a set which the least number of 
If the i-th polarity vector produces FPRM coefficients which has number of l 's than 

FPRM produced by the polarity then holds the FPRM coefficients 
by the i-th polarity. 

register CPReg holds the polarity vectors. When the converter computes the FPRM 
for a polarity vector then is loaded with the next polarity vector. 

rel2:1st�:;r holds the value of the polarity which produces FPRM coefficients with least 
""" uV 'v' of 1 'So  The process of keeping record of the polarity vector is the same as the process 

stores the FPRM with number of 1 's in 

SReg holds the value of number of 1 's in the Initially this 

is loaded with the value of 2n , as the FPRM can have at most 1 's for an 

n variable function. the process this value is same as the process which stores 

with least number of 1 's in 

cmp module used in the is a llV'UUJ,v compares the number of l '  s in 
FPRM coefficients produced by the polarity vector 

coefficients' number l 's (s) produced by some other 
then the output of cmp (the line It) high. This It enables the 

(cs) with the FPRM 
vectors previously. If cs < s 

RReg, PReg SReg. 



computation FPRM coeffici ents for 2 n po larity vectors we the FPRM 
with the minimum number of I ' s  (r) in 

r in register PReg and we the number 
""1:',''''''1 RReg, the polarity vector (P) which 
1 's in r in register SReg. 

flip-flops used here are positive edge-triggered. And the total process is reset with the 
'''<Yatn,p edge of start. 

transition between states is shown in Figure 4.5 .  

Clock 
Start 

c l cO 

cpZi\ cpO 

Figure lJ"lJlUUJll:', of the minimization 

4.4 The ASM Chart of the developed design for FPRM Minimization 

The ASM chart o f  the developed design for FPRM minimization i s  shown in 4.6. long 
as the is in the initial state the start signal is in the logic h igh, no action occurs and the 
,nlCl,prn remains i nitial state. When start goes to logic low then with the 

the negative o f  the starts to operate and goes to the next state. In this 
state the polarity counter, state c ounter, CRReg, S Reg, the output register of the converter tr, and 

input the converter b, are initialized. 

each state the state counter is incremented and the input of converter is loaded with the 

of the function. In the next three states the expansion on variables Xl ' X2 and 

i s  done respecti vely. In the next state the polarity counter i s  incremented; the output of the 

converter tr i s  loaded to the register cr and the tp i s  loaded with the polarity value of the 
previous polarity counter. 
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No 

Yes 
T l  

start +- 1 

ep[2 :0} +- 0 

e[ l :O} +- 0 

er[7 :0] +- 11111111  

s[3 :0] +- 11 1 1 
tr[7 :0] +- 00000000 

b[7:0] +- input 

e[ l  :0] +-c ( l  :O}+ 1 (mod4) 

b[7:0] +- input 

+- expansion on Xl 

+- expansion on x3 

Figure 4.6: The ASM chart of the "'AU..,,,", ... design for FPRM minimizatIOn 
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:0] :OJ+ 1 

1 :OJ +-cp[ l  :0]+ I 

b[7 :0] +- input 

cr[7:0]+- tr[7 :0J 

tp[2 :0]+-cp[2 :0J  

+- expansion on xl 

:OJ+-cr[OJ+cr[ 1  

Yes 

No 

Figure 4.6: Continued 

the next state the expansion on XI for the current polarity vector is done and the FPRM 

generated by the counter are added to get the no of 1 s in the FPRM coefficients and 
value is stored in cs. The cs value is compared with the value o f  the SReg (s) . If the 

comparison gives true value then the registers r (RReg), p (PReg) and s (SReg) are updated with 
FPRM coefficients, the previous polarity and the value of number of ] 's in the FPRM 

respectively. I f  the comparison gives the value then the control to state 



Chapter 5 

FPGA Implementation of the ASIC for FPRM Minimization 

5.1 Aspects of using FPGA 

Figure 5.1 : An Altera FPGA with 20,000 cells 

We have discussed di fferent types ASICs chapter 3 elaborately. 

An FPGA is similar to a Programmable Device, but whereas are generall y  limited to 
hundreds of support thousands of gates. They are especial ly popular for 
prototyping integrated circuit designs. Additionally, they take shorter time to market, abi l ity to 
re-program in field to fix bugs, and lower non-recurring engineering costs. 

5.2 How FPGAs work 

To define the behavior of the the user provides a hardware description l anguage (HDL) or 
a schematic design. Common HDLs are VHDL Verilog. Then, an electronic ���'bU 

automation tool ,  a tec1mology-mapped netJist is The netlist can then be fitted to 
actual FPGA architecture using a c al led p lace-and-route, usually performed by 
FPGA company's proprietary p lace-and-route The user will validate map, p lace and 
route results via timing analysis, simulation, and other verification methodologies. the 

design and validation process is complete, the binary generated ( also the FPGA 

company's proprietary software) is  used to (re)configure the FPGA device. 
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n a typical flow, an FPGA app l ic ation developer wil l  simulate the design at multiple 
tages throughout the process. Initially the RTL description in VHDL or Verilog is 
;imulated by creating test benches to stimulate the system and observe results. Then, after the 
;ynthesis engine has mapped the design to a netlist, the netlist is translated to a gate level 
lescription where simulation is repeated to confirm the synthesis proceeded without errors. 
�inal ly the design is laid out in the FPGA at which point propagatio n  delays can be added and 

simulation run again with values back-annotated onto the netl ist. 

To describe the developed design we h ave used Veri log as the HDL and the Quartus II 4.2 
software to synthesize the design. 

Compilation Reports : 

Device 

5,980( 1 %) 

/ 5,98 0  ( l  %) 

1 4,608 ( 1  

/ 4,608 ( 1  %) 

Clock 
time 

ns 

1 40 . 1 7  

Compilation Report provides a lot information that may be of interest to the It 
indicates the speed of the impl emented circuit. A good measure of speed is the maximum 
frequency at which the circuit can be c locked, to as fmax. measure depends on 
longest delay along any path between two c locked by the same c lock. The AU"''''-HU .... J'H 

frequency for our i mp lemented on specified chip for the device EPt C6Q240C8 is  

1 29.62 MHz. 

The simulation results for two input nr'r1 nr,,, are shown below. 

the signal A i s  the coefficients of the input functio n  
signal r i s  the F P RM  cot:mClents 
signal p is polarity vector corresponding to r that produces A 

signal s shows the value of no. o f  l 's in r 
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Figure simulation waveform function [ 1 ,  1 , 0, 0, 0, 0, 0, O]T 

Figure 5.3 : The functional s imulation waveform input function [ 1 ,  1 , 0, 0, 0, 0, 0, O]T 
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Figure 5.5: 

; '  
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uu,;;.u-.'u waveform for input function [0, 1 ,  0, 1 ,  0, 1 ,  0, 1 f 

functional simulation waveform for input function [[0, 1 ,  0, 1 ,  0, 1 ,  0, 1 
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Chapter 6 

Discussion and Conclusion 

6.1 Discussion and Conclusion 

AND-EX OR logic, which i s  also known as Reed-Muller logic, is  now a days very popular for 
many reasons. There are seven types of AND-EXOR logic expressions, among them Fixed 
Polarity Reed-Muller (FPRM) expression i s  one type. Thi s  type the property that the polarity 
of a variable remains same throughout the expression, which eases the implementation of 

expression in For an n-variable fimction, there are 2n possible FPRM "v .... ·,," 

different number of products and number o f  literals. So, finding out the 
expression for a given Boolean function i s  very important. 

In this work an approach to 
eXI)re:SSH)nS using and implem ented i n  has outlined. In 

finding Boolean equivalence of a function i s  important. The FPRM 
rerlre�;entatlon is a to find Boolean equivalence or Boolean matching. Our designed ASIC 
will provide the FPRM coefficients and the optimum polarity vector for a particular Boolean 
function o f three variables. 

Many software approaches are availab le to minimize FPRM expressions. But real time 
problems the software approaches are not applicable as they all exponential time 
computation. The ASIC will take constant time to generate FPRM coefficients. For this reason 
researchers focused on m inimizing FPRM expressions using hardware. 

6.2 Further Works 

This i s  able to minimize of three variab le fully-
specified functions. Further works may include, 

1. parameterize the design so that the number of variables the ASIC can handle is n. 

To develop the for handling multi-output and incompletely specified functions. 

111. To develop of other AND-EX OR expressions such as pseudo 
Reed-Muller, Kronecker, p seudo Vl 1'v,",l'_"'h etc. 
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