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ABSTRACT 

 

 

Traditional text document clustering and classification methods represent documents with 

uncontextualized word embeddings and vector space models. Recent text clustering and classification 

techniques often rely on word embeddings as a transfer learning component. We have explored the 

existing text document clustering and classification methodologies and evaluated their strengths and 

weaknesses. We have started with models based on Bag of Words and shifted towards transformer-

based architectures. We have concluded that transformer-based embedding will be necessary to 

capture the contextual meaning. BERT's (Bidirectional Encoder Representations from Transformers) 

architecture produces robust word embeddings analyzing both from left to right and proper context. 

Several classification and clustering algorithms have been applied to the word embeddings of the pre-

trained state-of-art BERT model. This research has conducted experimental analysis on both 

classification and clustering algorithms to examine the output on two different datasets. The result 

analysis of the classification algorithm shows that the random forest classifier obtains around 75% 

accuracy which is higher than the decision tree and k-nearest neighbor (KNN) algorithms. 

Furthermore, the obtained results have been compared with existing similar work and show up to 50% 

improvement in accuracy. The clustering analysis shows that the K-Means has obtained a maximum 

of 0.654 in Dunn index measurement and 0.135 in Silhouette coefficient, and DBSCAN has obtained 

a maximum of 0.115. Our capstone project introduces a novel domain-independent, user-centric text 

clustering, and classification framework. With a Multi-domain text clustering search system, an agent 

will perform based on user behavior with the user profile. Users will explore document collections by 

selecting multiple repositories. Users can upload an un-categorized document, and the developed 

Framework will find similar documents. The developed prototype provides context to the similarity 

and also finds similar documents within the same domain based on user preferences. 

 

Keywords: Natural Language Processing, Classification, Clustering,· Transformer-based embedding, 

Contextual Similarity, Cluster-Domain Mapping. 
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Introduction 

 
Natural language processing (NLP) is the ability of a computer program to understand human 

language. NLP consists of two significant steps, which are pre-processing and implementing 

algorithms. Pre-processing consists of two techniques which are syntax (arrangements of words in 

a sentence to make grammatical sense) and semantic(the use of and meaning behind words) 

analysis. Text document clustering has become one of the most highly essential techniques. It has 

a wide range of applications such as document organization, content identification, information 

retrieval, and similar document searching [1]. Typically, descriptors or context are extracted from 

the document first. Then based on that same context, records are grouped and kept together, 

making it more convenient and easier to recommend more documents underlying the same group. 

Documents cannot be categorized or clustered using a traditional clustering or classification 

algorithm which requires the input to be a fixed-length feature vector. That's why it is crucial to 

figure out how we represent or vectorize large text documents. Algorithms only can work with 

numeric values. A challenge arises to represent a vast amount of text in numerical form, capturing 

a particular text's semantic meaning and syntax. We introduce a multi-domain text clustering and 

classification framework by embedding the state-of-art  BERT (Bidirectional Encoder 

Representations from Transformers) model, which has mitigated these drawbacks. We have used 

the powerful multi-head mechanism of BERT to vectorize text documents with contextual 

sentence embeddings. After the vectorizations, we have clustered and classified the documents 

with algorithms such as K-Means and DBSCAN for clustering and Decision Tree, Random Forest, 

and K-nearest neighbors for classification. 
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1.1 Research Question 

 

1.1 Research Question 

The core of each systematic inquiry is a set of research questions. The core focus of the 

systematic study is research questions. Asking the right questions when conducting research can 

help you collect relevant and insightful information that positively influences your work. 

Research questions help identify the minor question needed to answer and keep the focus of a 

study. An appropriate set of research questions can guide the study's goal. 

In this section, we have demonstrated the solution approach to our document classification 

clustering problem and the development of such a framework that meets specified needs for 

public health and safety, cultural, societal, and environmental considerations. First, we mention 

the research questions. 

 

How to design and develop a domain-independent, user-centric text clustering framework 

and assess the impact under cultural, societal, environmental, ethical, and legal 

frameworks? 

 

RQ1. How to apply and integrate new and previously acquired mathematics, science, and 

engineering knowledge to address the challenges associated with the Capstone Project? (PO1) 

RQ2. What relevant domains needed to be explored, and how to define the problems 

and formulate the objectives of the Capstone Project? (PO4) 

RQ3. How to analyze the various aspects of the objectives of the Capstone Project to design an 

efficient solution? (PO2) 

RQ4. How to design and develop solutions for the capstone project that meet public health 

and safety, cultural, societal, and environmental considerations? (PO3) 

RQ5. Which modern engineering and IT tools are required, and how to apply them for designing 

and developing the solution for the Capstone Project? (PO5) 

RQ6. How to assess and address societal, health, safety, legal, and cultural aspects related to 

implementing the capstone project? (PO6) 

RQ7. How to assess and address the sustainability impact of the capstone project in societal and 

environmental contexts? (PO7) 

RQ8. Which professional and engineering ethical principles and practices should be followed 

for the implementation of the capstone project? (PO8) 
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RQ9. Which practices should be followed to perform effectively as an individual and a team 

member to accomplish the objectives of the Capstone Project? (PO9)  

RQ10. Which practices should be followed to make effective deliverables? (PO10)  

RQ11. How to apply software engineering principles and practices to the development life cycle 

of the Capstone Project and conduct economic analysis and cost estimation in case of a real-life 

deployment of the solution of the Capstone Project? (PO11)  

RQ12. Which independent and life-long learning are acquired throughout the entire process of 

the design and development of the Capstone Project? (PO12) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



12 

 

1.2  Research Objectives 

 

1.2 Research Objectives 

The outcomes wanted to attain by doing research are known as research objectives. Developing 

good research objectives can assist in meeting its overall goals. Research objectives aim to guide 

the whole research process, from data collection to analysis to conclusions. Study objectives also 

aid in focusing the research, identifying relevant factors, showing the research process, and 

pinpointing the major focus of the research. 

In this section, the objectives of the research have been defined. The most significant objective 

of the Capstone Project is to provide a novel and unique text clustering framework with the 

following characteristics. 

Domain-Independent: One of the objectives of this Capstone Project is to deliver a domain-

independent text clustering framework that can be effectively used for different domains such as 

politics, sports, health, science, etc. 

User-centric approach: Another objective of the Capstone Project is to allow the text clustering 

framework to learn the user preferences by creating a user profile to generate better clustering 

depending on the users' past interactions with the system. 

Contextual Analysis: A particular political domain may have different dimensions or contexts. 

One of the objectives of our Capstone Project is to understand the context within an environment 

and deliver the results based on that context. Suppose a sports journalist wants to retrieve the 

content on uprising cricketers. We expect that our novel Framework can understand the context 

of the document and then provide better results to end-users. 

Contextual Similarity: Many robust algorithms can find structural similarities. However, we 

focus on formulating a novel method to find the contextual similarity of documents by 

considering the existing methodologies and improving them incrementally. It can be regarded as 

another objective of the Capstone Project. 

Recommender Systems: Since we propose a complete text classification and clustering 

framework, we have included a text recommender system based on the context and user profile. 

It could help our end-users to find more meaningful results.  

Cost-effective Framework: We plan to follow the Agile software process model to make the 

complete Framework more cost-effective and accommodating to the changing requirements. 

Environment-friendly: The solution of the Capstone Project should be environment-friendly. 

Our proposed Framework maintains a large corpus of documents and electronically provides 

results. The proposed Framework is a cloud-based service. The model is fully paperless. 

Therefore, it helps reduce manual work through pen and paper, reducing carbon emissions 

modestly. 
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1.3 Focus and Contributions 

A web-based application where users can upload documents from any domain and later, they 

can search for relevant documents. This capstone project has introduced a novel extensive text 

clustering method using BERT’s contextual word embeddings. 

This study focuses on using state-of-the-art tools and technologies and bringing them under the 

same umbrella. We have focused on using transformer-based architecture BERT, which is 

mostly used for next word prediction, but we have applied it in a different approach which is text 

classification and clustering. The study of embedding schemes of different models concludes 

that the transformer-based architectures are better suited for generating contextual word 

embeddings. 

For classification, experiments show that the random forest classifier obtains the highest 

accuracy than the decision tree and k-nearest neighbor (KNN) algorithms. Furthermore, the 

obtained results have been compared with existing work and show up to 50% improvement in 

accuracy [2].  

Several clustering algorithms have been applied over the embedding of BERT to cluster large 

text documents based on contextual meaning. Experiments show that the K-Means has obtained 

a maximum of 0.654 in Dunn index measurement and 0.135 in Silhouette coefficient, and 

DBSCAN has obtained a maximum of 0.115 in Silhouette coefficient. 

 

1.3.1 Key Contributions: 

The framework focuses on the following: 

• Making it more convenient and easier to retrieve documents. 

• Contextual word embeddings are better derived with transformer-based architectures.  

• The powerful multi-head mechanism of BERT is used to vectorize text documents with 

contextual sentence embeddings. 

• Applied several clustering algorithms over the pre-trained BERT-generated vectors to 

enhance our understanding of text document clustering. 

• Using all the state-of-the-art tools and technologies and bringing them under the same 

platform. 
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1.4 Organization of the Book 

 

1.4 Organization of the Book 

The structure of our book is as follows. We are starting with Chapter 1, which introduces the 

project's principal goal. In Chapter 2, we'll summarize some existing work that's relevant to our 

research topic and describes the current work on the relevant subject. It also explains the study's 

major focus and limitations, as well as the research aims. Chapter 3 introduces the materials used 

in this project as well as research methodologies such as design and implementation. Project 

management features are also included in Chapter 3. In Chapter 4, the model's results will be 

analyzed and evaluated. In Chapter 5, the study concludes with a consideration of future work. 

In figure 1, we have shown the flow chart of this book. 

 

 

 

Figure 1: Flow Chart of this Book 
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Background and Related Work 

 

 

Document classification and Clustering have been central research areas in the field of Natural 

language processing. Classification and Clustering of the large text document are pretty complex 

as the contextual embedding of words is needed to preserve the document's meaning. The 

background study of this research started with the extensive methods of word vectorization and 

moved toward Transformer based embeddings. Several background studies have shown that the 

Transformer based architectures possess robust word embedding schemes, which are ideal for 

preserving the contextual meaning of a text. Literature review establishes the current state of 

knowledge in the field of the issue or topic a study is working about. After exploring current 

state-of-art word embeddings methodologies, this research has studied the existing related work 

to identify the strength and weaknesses of the reviewed literature. A related work-study can 

survey the literature in the chosen area of the research. It synthesizes the information in that 

literature into a summary. 
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2.1 Existing Methodologies  

 

2.1 Existing Methodologies  

Figure 2 shows the hierarchical visualization of existing methods on word embeddings. To our 

knowledge of existing methodologies of word embeddings, we have observed three types of 

embeddings, which we have explored in the following terms: 

 

 

 

Figure 2: Hierarchical visualization of existing methods on word embeddings 

 

 

 

2.1.1 Sparse Vector Representations (Bag of Word model)  

Count Vectorizer  

Count Vectorizer takes the count value of each occurring word and transforms them into vectors. 

It transforms a given text into a vector based on each word's frequency (count) in the entire text. 

Count Vectorizer is used to convert a collection of text documents to a vector of term/token 

counts. Example Input Document : 

doc=[” One Cent, Two Cents, Old Cent, New Cent: All About Money”]  
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2.1 Existing Methodologies  

 

Representation in Count Vectorizer: 

 

Figure 3: Representation of words in count vectorizer 

 

 

Tf-IDF Vectorizer  

TF-IDF is an abbreviation for Term Frequency Inverse Document Frequency. TF-IDF (term 

frequency-inverse document frequency) is a vector representation scheme. TF-IDF calculates 

the importance or the relevance of a word document within a collection of documents. The 

calculation is done by multiplying two metrics:  

• frequency of a word in the document  

• Inverse document frequency of that particular word across a set of documents.  

 

     The higher the value of TF-IDF, the more relevant that word is in that particular document.  

 

The calculation of TF-IDF:  

First, we calculate the term frequency of each word given the formula:  

𝑖𝑑𝑓(𝑡) = occurrence of t in d document 

The IDF value is calculated by dividing the total number of documents with the term frequency 

value:  

𝑖𝑑𝑓(𝑡) = 
𝑁

tf(t,d) 
 (N = number of documents) 

In the case of a large corpus, the IDF value also becomes vast. To avoid the effect, we take the 

log of IDF : 

𝑖𝑑𝑓(𝑡) = log (
𝑁

(tf(t,d)+1) 
) 

Finally, we get the value of TF-IDF by multiplying the term frequency and Inverse Term 

frequency together:  

𝑡𝑓−𝑖𝑑𝑓(𝑡,𝑑) = 𝑡𝑓(𝑡,𝑑)∗𝑙𝑜𝑔 (
𝑁

(tf(t,d)+1) 
) 
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2.1 Existing Methodologies  

 

One Hot encoding  

One hot encoding is another method of converting data for an algorithm and better prediction. 

We convert each categorical value into a new flat column with one-hot and assign a binary value 

of 1 or 0 to those columns [3]. Marks a particular vector index with a value of true (1) if the 

token exists in the document and false (0) if it does not(Figure: 3). In other words, each element 

of a one-hot encoded vector reflects either the presence or absence of the token in the described 

text [4]. 

 

Figure 4: Representation of words in one hot vectorizer 

 

The limitations of Sparse Vector representations 

Despite being very popular vectorization techniques, sparse vector representations possess 

several limitations. Both count vectorizer and Tf-IDF cannot identify the relationships between 

words in terms of linguistic similarity and word importance for analysis, which signifies that 

sparse vector representations cannot capture the semantic meaning and the sequence of words in 

a sentence. 

 

 

2.1.2 Dense Vector Representations 

Word2vec 

Word2vec is a statistical method for efficiently learning a standalone word embedding from a 

text corpus [5]. The word2vec objective function causes the words in similar contexts to have 

similar embeddings. The word2vec is a six technique in NLP that uses a neural network model 

to learn word associations from a large text corpus. Once trained, such a model can detect 

synonymous words or suggest more words for a partial sentence. Word2vec uses a window size 

that determines the number of context or input words. As the name implies, word2vec represents 

each word with a particular list of numbers called a vector [6]. Word2vec can obtain using two 

methods:  
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a. Skip-gram: Skip-gram feed-forward neural network takes the target word as input 

and compares the context words as output node values. 

b. CBOW(continuous bag of words): CBOW feed-forward neural network iterates 

context word vectors as input node values and predicts the target word vector. 

 

Figure 5:Skip gram model 

 

 

Figure 6: CBOW model 

 

GloVe 

The GloVe is an unsupervised algorithm for vector representations for words. The training 

performs on aggregated global word-word co-occurrence statistics from a corpus, and the 

resulting drawings show interesting linear relations of the word vector space. The gloVe is the 

more delicate structure of the word vector space. It examines not the scalar distance between 

word vectors but their various dimensions of difference. GloVe and Word2Vec vectorize text so 

that each word in a text gets its multidimensional vector, and each size captures the different 

characteristics of that particular word. 

Dense vector representations shift from sparse vector models as they can somewhat catch the 

similarity of words, meaning they can represent words such that semantically similar words end 

up close to each other in the embedding space. But they cannot capture the contextual meaning 

of the whole paragraph. The main challenge of sparse vector representations is their inability to 

handle unknown or out-of-vocabulary words. If the models have not seen a word 
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2.1 Existing Methodologies  

 

 Previously, they do not know how to build a vector for it, resulting in a random vector, which 

is far from ideal. For example, Word2vec represents every word as an independent vector, even 

though many are morphologically similar. So, they are not applicable for initializing state-of-

the-art architectures [7]. Another limitation of sparse vector representations is that they are not 

bidirectional. Models can take account of a  sequential text from either left to right or right to 

left, averts capturing the complete contextual meaning of a document or a paragraph. 

 

2.1.3 Transformer-based Vector Representations 

The sparse and dense vector representations have many limits. We explore the current time's 

state of art transformer-based architecture models to address these limitations. Transformers 

have robust word embedding schemes that capture a word's semantic and contextual meanings. 

Transformers' idea is to completely handle the dependencies between input and output with 

attention and recurrence. Attention mechanisms have become an integral part of captivating 

sequence modeling and transduction models in various tasks, allowing the modeling of 

dependencies without regard to their distance in the input or output sequences [8] [9] . The 

Transformer architecture consists of a multi-head attention mechanism and feed-forward neural 

network (Figure: 6). The Transformers follows this overall architecture using stacked self-

attention and pointwise, fully connected layers for the encoder and decoder. 

Transformer Architecture 

The transformer architecture shown in Figure 7 has an encoder-decoder structure (figure 8). 

The output of the encoder is a continuous vector representation of inputs.  

Encoder: The encoder comprises a stack of N = 6 identical layers. Each layer has two sublayers. 

The first is a multi-head self-attention mechanism; The second is a simple, position-wise, fully 

connected feed-forward network.  

Decoder: The decoder comprises a stack of N = 6 identical layers. 

In addition to the two sub-layers in each encoder layer, the decoder inserts a third sub-layer, 

which performs multi-head attention over the output of the encoder stack [10]. BERT base has 

12 layers, 12 attention heads, and 110 million parameters. BERT Large has 24 layers, 16 

attention heads, and 340 million parameters. Transformer architectures apply a three-step Text 

Processing:  

o Position embedding: position of a word in the sentence.  

o Segment embedding: can take penalty pairs as inputs. It learns a unique embedding for first 

and second sentences.  

o Token embedding: The embeddings learned for the specific token from the WordPiece 

token vocabulary.  
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Figure 7: Transformer Architecture 

 

 

 

Figure 8: Transformer Encoder-Decoder Architecture 

 

 

Transformers have a self-attention mechanism, which can map a query and a set of key-value 

pairs to an output, where the query, keys, values, and production are all vectors [10]. The steps 

followed in single self-attention are: 
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Producing the Key, Query, and value Vector 

Self-attention calculation includes creating three vectors (Query, Key, Value) from each of the 

encoder's input vectors. So, for each word, we create a Query vector, a Key vector, and a Value 

vector. In encoder-decoder attention layers, the queries come from the previous decoder layer, 

and the memory keys and values come from the output of the encoder [10]. These Query, Key, 

and Value vectors are created by passing the input embedding merged with the positional 

encoding vector of each word to a linear layer. 

Multiplication of query and key vector 

This step includes calculating a score. We need to find the score for each word against the 

targeted word. The score determines how much focus on placing on other parts of the input 

sentence as we encode a comment at a particular position. The score is calculated by taking the 

dot product of the query vector with the essential vector of the respective word we're scoring 

[11]. Next, we divide the scores by the square root of the dimension of the key vectors. This 

calculation gives more stable gradients. Then the resultant vector is passed through a SoftMax 

operation. SoftMax normalizes the scores. This SoftMax score determines the importance of a 

word in a particular position.  

Matmul with Value vector 

The fifth step consists of multiplying each value vector by the SoftMax score.  

Concatenation 

Next, we sum up the weighted value vectors. Weighted value vectors produce the output of the 

self-attention at its position for each word. The concatenated vector then passed through a final 

linear layer which is now the output of a single attention head called filtered value matrix. BERT 

base has a total of 8 attention heads that focus on the different linguistic features of a single 

sentence—like this creating a multi-head attention mechanism. Multi-head attention allows the 

model to jointly attend to information from different representation subspaces [10]. The encoder 

stack results from this multi-head attention and passes it through an add and norm layer and then 

into a feed-forward neural network. The neural network's output is then passed through an add 

and norm layer, which produces the final result of the encoder. Each position in the encoder can 

attend to all posts in the previous layer of the encoder [10]. The development of the encoder 

stack is fed as input into the Decoder stack. Decoder Multi-head takes three inputs: The Key, 

Value vector from an encoder, the masked multi-head output. Decoder consists of masked multi-

head attention, multi-head attention, add and norm layer similar to the encoder stack, and a feed-

forward neural network [10]. The output of the decoder is passed to a final linear layer with 

SoftMax to produce the result. 
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Elmo 

Elmo is a bi-LSTM language model. Elmo stands for Embeddings from Language Model, as the 

name suggests the deeply contextualized word embeddings created from the Language Models 

(LM). The feature-based approach, Elmo (Peters et al., 2018a), uses shallowly bi-directional 

task-specific architectures that include the pre-trained representations as additional features [12]. 

Elmo uses a bidirectional language model(biLM). Elmo is pre-trained on a large text corpus to 

learn words (e.g., syntax and semantics) and linguistic context (i.e., to model polysemy). BiLM 

captures context-dependent aspects of word meaning. Elmo uses the concatenation of forwarding 

and backward LSTMs [13]. 

OpenAIGPT 

The OpenAI GPT is the successor of the GPT model. OpenAI GPT is a large transformer-based 

language model, with generative pre-training of a language model on a diverse corpus of 

unlabeled text, followed by discriminative fine-tuning on each specific task [13]. The fine-

tunning approach is Generative Pre-trained Transformer (OpenAI GPT) (Radford et al., 2018), 

which introduces minimal task-specific parameters, all pre-trained parameters. In OpenAI GPT, 

the authors use a left-to-right architecture, where every token can only attend to previous permits 

in the self-attention layers of the Transformer. GPT uses a multi-layer transformers decoder [13]. 

BERT 

BERT stands for Bidirectional Encoder Representations from Transformers. BERT is designed 

to pre-train deep bidirectional representations from an unlabeled text, by jointly conditioning the 

left, right and proper context in all layers [12]. BERT has two major steps to complete its task 

Pre-training and fine-tuning. The model is trained on unlabeled data over different pre-training 

tasks during pre-training. BERT model first comes with pre-trained parameters, and all the 

parameters are fine-tuned using labeled data from the downstream tasks. Each downstream task 

has different fine-tuned models, even though initialized with pre-trained parameters. 

ROBERTa 

A robustly Optimized BERT Pretraining Approach. RoBERTa replication study of BERT pre-

training (Devlin et al., 2019) includes a careful evaluation of the effects of hyperparameter tuning 

and training set size [14]. RoBERTa builds on BERT's language masking strategy and modifies 

key hyperparameters in BERT, including removing BERT's next-sentence pre-training objective 

and training with much larger mini-batches and learning rates. Roberta was also trained on the 

order of magnitude more data than BERT for a more extended time. This allows Roberta 

representations to generalize better to downstream tasks than BERT [15]. 
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DistilBERT 

DistilBERT is a small, fast, cheap, and light transformer model based on the BERT architecture, 

which is 40% smaller, 60% faster than retains 97% of the language understanding capabilities. 

Knowledge distillation is performed during the pre-training phase to reduce the size of a BERT 

model by 40% [16]. DistilBERT is a method to pre-train a smaller general Purpose language 

representation model, which can be fine-tuned with good performances on a wide range of tasks 

like its larger counterparts [16]. Focuses on reducing the number of hidden layers of BERT 

architecture. 
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2.2 Literature Review 

This section has studied the related work to the developed solution and explored their strengths 

and weaknesses. 

 

Yutong Li et al. [17] have developed a clustering module of large text documents based on 

BERT's fine-tuning. The authors have obtained the BERT's powerful word embedding capable 

of preserving the semantic meaning of the Documents. The authors have fine-tuned the BERT 

model with a weighted scheme and tested their algorithm on the Reuter Dataset. 

 

Wenhao Hu et al. [18] have developed another clustering method of large documents based on 

an improved K-means algorithm with a Density peak. The authors have used the embeddings of 

the BERT model and then applied the density peak cluster algorithm to obtain the cluster center. 

The authors have introduced the BERT model to calculate text similarity, and the advantages of 

the sentence vector generated by BERT are used in the paper. 

 

Haoxiang Sh et al. [19] have proposed Document Clustering Based on BERT with Data 

Augmentation. The authors stated self-supervised contrastive learning (SCL) as well as few-shot 

contrastive learning (FCL) with unsupervised data augmentation (UDA) for text clustering. The 

authors have turned the BERT model based on their learning methods. Furthermore, the authors 

of this paper have used learned latent representations to perform clustering methods. Authors 

have introduced data augmentation methods, back translation, and random masking. The authors'  

methodologies also show that they can achieve results closer to a supervised machine learning 

algorithm. 

 

Wei-Cheng Chang et al. [20] have introduced X-BERT, an extreme Multi-label Text 

Classification using the BERT model. The authors have presented the Extreme multi-label text 

classification problem and developed a solution to fine-tune BERT. According to the authors of 

this paper, the proposed model, X-BERT, leverages both the label and input text to build label 

representations, which induces semantic label clusters to better model label dependencies [20]. 

At the heart of X-BERT is a procedure to fine-tune BERT models to capture the contextual 

relations between input text and the induced label clusters. Finally, an ensemble of the different 

BERT models trained on heterogeneous label clusters leads to our best final model, which leads 

to a state-of-the-art XMC method [20]. 

 

Ashutosh Adhikari et al. [21] have developed DocBERT, a fine-tuned BERT model for 

Document classification. The authors have used the distilled BERT model small bidirectional 
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 LSTMs. The authors have improved the baselines for document classification by fine-tuning 

BERT. Also, the authors have used the knowledge learned by BERT models to enhance the 

effectiveness of a single-layered lightweight BiLSTM model. 

Daniela Godoy et al. [22] Proposed an intelligent agent called a personal searcher. Personal 

searchers collect documents from the world wide web and filter out the results based on the high  

probability relevant to the target user. According to the authors, the proposed model gradually 

builds up a user profile to perform better according to the user's taste. The agent uses a textual 

case-based reasoning approach to detect specific subjects the user is interested in and organizes 

them in a hierarchy that defines the user profile [22]. 

A survey of BERT’s performance analysis in [23] has applied four clustering algorithms like k-

means clustering, eigenspace-based 17 fuzzy c-means deeply embedded clustering, and 

improved deeply embedded clustering. According to this study, the embedding of the BERT 

model yields accurate clustering findings.  
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2.3 Limitations 

The analysis of the studies mentioned above possesses several limitations. 

On a technical level, the study of Yutong Li et al. [17]  has not included any sentence-level 

feature in the weighted scheme to improve its overall performance. 

Haoxiang Sh et al. [19] have introduced SCL(Self-supervised Constructive Learning. In the 

proposed method of this study, SCL(Self-supervised Constructive Learning), two texts in the 

same class may generate two positive pairs for a mini-batch. According to the authors, they have 

treated these two pairs as negative samples for each other, but this negative sampling limits the 

performance of their algorithm SCL (Self-supervised Constructive Learning). 

In the study by Ashutosh Adhikari et al. [21], the authors have not provided distillation effects 

over a range of neural network architectures. Also, the authors have not explored the model 

compression techniques in the context of transformer models. 

Overall, we have observed the following limitations of the existing literature. 

In Yutong Li et al. [17], Wenhao Hu et al. [18], Haoxiang Sh et al. [19], Wei-Cheng Chang et 

al. [20] Ashutosh Adhikari et al. [21], the authors have used the BERT's embeddings for 

Document classification and clustering. There are three limitations we have concluded. Firstly, 

the authors have not provided any solution to the domain-independent text clustering and 

classification mechanism.  

Secondly, the studies above do not propose a solution to a user-centric approach. Clustering or 

classification conducted in the studies mentioned above focuses on the performance of the 

algorithms only. Lastly, No studies have been done for a  platform to perform clustering or 

classification on a cloud-based system such as the developed Framework in these papers. 

However, in Daniela Godoy et al. [22], the authors have proposed a user-centric document 

retrieval system that acts according to the user's needs following user browsing history, but this 

study has several limitations. The proposed methods in the paper do not use a state-of-art 

embedding system such as BERT. No modules were developed as a solution for document 

classification or clustering. 
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 Materials and Method 

 

The underlying plan and reasoning of the research study are referred to as methodology. It entails 

researching the methods employed in the study and the ideas or concepts behind them to design a 

strategy tailored to the goals. 

This chapter describes the datasets taken for the research. We have taken the dataset we collected 

from the Daily Star news portal for experimental analysis. The dataset has been created via web 

scrapping using pythons' beautiful soup library. 

Next, this chapter elaborates on the methodologies of the clustering and classification framework 

and the modules. Further, this chapter also narrates the project management features of the capstone 

project. Project management shows applying specialized knowledge, skills, tools, and processes to 

provide a business point of view of the developed prototype. Project management helps the 

development of software to assist in the improvement of business processes. 
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3.1 Dataset 

3.1.1 Reuter Dataset 

The Reuter dataset from Reuters-21578, Distribution 1.0 in Natural Language Toolkit (NLTK) 

[24], was taken to test our methods for our capstone project. From Reuter's 21 datasets, we have 

taken those content belonging to only one topic.   

From Reuters Dataset, as described in table  1, we have conducted the experiments on four 

datasets from Reuter. The dataset DS4_v2, DS5_v2, DS8_v2, DS15_v2 consist of 200, 500, 

1000, 5000 documents respectively. We have selected this dataset size and topic number similar 

to Yutong Li et al. [17] to compare the result analysis and validate later.  

Table 1: Reuter Dataset Description (for result validation) 

 

Dataset name 

 

Dataset 

Size 

Topic number 

 

Time(sec) 

 

DS4_v2 200 4 372.45 

DS5_V2 500 5 784.58 

DS8_v2 1000 8 4391.68 

DS15_v2 5000 15 8786.54 

 

BERT Execution Time on Reuter Dataset: Figure 9 shows the  execution time analysis of the 

BERT model’s vector embedding generation against the Dataset size of the Reuters. 

 

Figure 9: Reuter Dataset Size VS Execution Time Analysis 

The capstone project has worked with four Reuters datasets (DS4_v2, DS5_V2.DS8_v2, DS15_v2). 

We have observed that at first, with the increasing dataset, the time taken by the BERT model increases  
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at a higher rate. When dataset size rises by 500 to 1000 samples, we see a sharp increase in the 

time the BERT model takes. Interestingly, the sharpness decreases for a five times higher dataset 

size, meaning BERT takes less time with the larger dataset. This analysis may signify that the 

time increment is logarithmic against the size of the dataset. 

Table 2 presents the Reuter Dataset Description (for performance evaluation). From the Reuters 

dataset, we have taken only those contents belonging to topics if their frequency is more than n. 

We have taken a threshold value of n=250 to filter the dataset. This threshold value is assumed 

to be an experimental value suitable for a balanced dataset. The Most frequent five topics were 

chosen. Further, the dataset has been sectioned into four categories differing four sizes as below. 

Table 2: Reuter Dataset Description (for performance evaluation) 

Dataset name 

 

Dataset Size Topic number 

 

DS1 200 5 

DS2 500 5 

DS3 1000 5 

DS4 5000 5 

 

 

3.1.2 Daily Star Dataset  

 

In this capstone project, algorithms have been researched using Daily Star dataset. The dataset 

has been made by web scrapping from Bangladesh’s leading online news article.  The Beautiful 

Soup package in Python was used to collect the news material. The documents were tagged with 

their respective domains to create a complete dataset for experimental purposes. The documents 

have seven domains: business, entertainment, sports, live living, Tech news, Youth, and 

Environment. From the scrapped documents, 415 records were taken for experimental analysis. 

 

Table 3: Daily Star Dataset Description 

Dataset name Dataset Size 

DS415 415 Documents 

DS212 212 Documents 

 

As mentioned in table 3, we also tested our algorithm on the Daily Star dataset. We have 

collected the dataset via web scraping. For result analysis in this project, we have divided the 

dataset into two sections DS415, DS212 containing 415, and 212 documents. We have selected 

Business, Entertainment, Sports, Live living, Tech news, Youth, and Environment a total of 

seven Domains from the "Daily Star" news portal. The dataset can be found at [25]. 
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3.2 Dataset Pre-processing 

Large text files can contain garbage values and characters that should be eliminated before 

producing word-level embeddings. Therefore, preparing and preprocessing the uncategorized 

raw text before providing them to the BERT model is a key task for a robust classification result. 

The following data preprocessing steps (figure 10) were performed over the datasets used for the 

experiments. 

 

Figure 10: Pre-Processing Diagram 

 

At first, the unwanted symbols and stop words were removed using the python Regex and NLTK 

libraries. Next, we have tokenized the words as a crucial step for feeding tokens to the BERT 

model. We divide extensive sentences into words and tokenize them using BERT’s tokenizer 

library. Afterward, padding is done. The padding ensures that all sequences in a batch are the 

same length. The padding strategies of the BERT model are employed to pad the corpus. For the 

next step, we have performed masking of the tokens; masking informs sequence processing 

layers that specific inputs are missing, which helps in better model training. The BERT model 

was used to apply masking. Lastly, the BERT model was used to produce the embeddings. The 

BERT model’s objective is to get the contextual word embedding that also considers the word 

positioning and relationship among the words. 

 

1. Stop words removal: Stop words are the most frequent word and they can reduce the integrity  

of the context of a document. Therefore, Python’s NLTK library functions are used to discard 

the stop word for strong contextual corpus generation. The entire document is divided into words 
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2.  Removing the unwanted symbols: Uncategorized data can come with all kinds of symbols 

that are not expected during model training. Python’s Regex function is used to remove special 

symbols and characters from the dataset. 

 

3. Tokenizing the words: Tokenization is an important step before feeding the word embedding 

to the BERT model. Word tokenization is the process of splitting a large text into words. 

Tokenizing the words is needed because each word needs to be captured and subject to further 

analysis like classifying the document and counting them for a particular sentiment. The BERT 

ppre-trainedmodel’s tokenizer was used for this purpose. 

 

4. Padding the token vectors: Padding is a special form of masking where the masked token is 

at the start or the end of a sequence. Padding makes all sequences in a batch fit a given standard 

length. The BERT model’s padding schemes are used to pad the corpus. 

 

5. Masking the tokens: Masking is a way to tell sequence-processing layers that some inputs 

are missing; this helps to train the model better. We have applied masking with the BERT model. 

 

6. Embedding with the BERT model: The final step before applying the classification 

algorithms is to get the BERT’s contextual word embeddings. The numeric representation of 

documents with appropriate padding and masking is provided to the BERT model to produce 

powerful contextual embeddings of documents. 
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3.3 Design and Implementation 

We can see the use case diagram for both registered and unregistered users or workflow diagram 

for our prototype in figure 11. 

 

The use case for registered users 

The Framework collects many documents by web scraping. We will be Classifying and 

Clustering them using our module. Then we place the documents in our document repository in 

a cloud-based service. The system creates a user profile as soon as a user registers in our system 

by gathering basic information (i.e., name, email, password, preference). Two tasks are 

performed parallelly when a user uploads a document for finding more similar ones, and the 

Framework updates the user profile and document retrieval. The document retrieval process 

matches the query to find the right domain and fetch the documents from our document 

repository. The system will also filter out records based on user preference from the user profile. 

Finally, some selected papers will appear to the user. A continuing monitoring system will be 

active the whole time to keep updating the user profile based on the search record. The 

recommender system will grow stronger with time as it learns more and more about user 

preferences. 

 

The use case for unregistered users 

The Framework also provides services for non-registered users. Users can enjoy the documents 

uploading and fetching similar records within the Framework. The Framework will not create 

any user profile; therefore, no filtering of the papers is performed. 
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Figure 11: Workflow Diagram of the Framework 

 

 

 

Figure 12: Prototype Framework 
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The framework (figure: 12) consists of several modules as follows: 

Embeddings Module 

In the embedding module, the developed system performs two significant tasks –pre-processing 

the text document and generating BERT embedding. The pre-trained language representation  

model BERT will generate contextualized sentence embeddings. Generally, this module maps 

each variable-length sentence in text documents to a 768-dimensional fixed-length sentence 

embedding. Two major components are connected to the embedding module, the 

Clustering/classification module, and the Similarity index module. 

Classification and Clustering Module 

BERT models’ embeddings are then used to perform clustering and classification. As shown in 

figure 13, the clustering and classification methodologies consist of three modules, the 

embedding, clssification and the clustering modules. The document vectors are used to apply 

classification and clustering algorithms.  

Both distance-based and density-based clustering has been used to compare the results of 

different clustering methods. The Dunn index and silhouette coefficient were used for distance-

based clustering and density-based clustering, and the silhouette coefficient was employed as the 

performance assessment matrices for clustering. 

Dunn Index, The Dunn index attempts to assess the clustering's compactness and variance. If 

the variation between cluster members is modest, the cluster is termed compact. If the clusters 

are widely apart, they are termed well separated. A higher Dunn Index will indicate compact, 

well-separated clusters, while a lower index will indicate less compact or well-separated clusters. 

𝐷𝑢𝑛𝑛 𝑖𝑛𝑑𝑒𝑥 = 
min (inter cluster distance) 

max (intra cluster distance)
 

Silhouette Coefficient, In comparison to other clusters, the silhouette value is a measure of how 

similar an object is to its cluster. A high number implies that the object is highly matched to its 

cluster and poorly compared to Silhouette surrounding clusters. The clustering setup is useful if 

the majority of the items have a high value. The clustering setup may have too many or too few 

clusters if many points have a low or negative value. Any distance metric, such as the Euclidean 

distance or the Manhattan distance, may be used to determine the silhouette. 

𝑆ℎ𝑖𝑙ℎ𝑜𝑢𝑒𝑡𝑡𝑒 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 = 
b−a

max(a,b)
 

Here, 𝑎 =  𝑚𝑒𝑎𝑛 𝑖𝑛𝑡𝑟𝑎 − 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 and 

𝑏 =  𝑚𝑒𝑎𝑛 𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑠𝑎𝑚𝑝𝑙𝑒 

Silhouette Coefficient is only defined if the number of labels is 2 ≤ 𝑛labels ≤ 𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠− 1. 
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After the algorithm’s performance is measured after the clustering of the embedding produced 

by BERT, as clustering is an unsupervised algorithm and obtaining the accuracy is often difficult, 

we employed a mapping method to evaluate the clustering performance. The cluster labels are 

mapped with the actual data labels. This is achieved by finding the Jaccard similarity of each 

cluster label with each domain label. The maximum of the Jaccard similarity index is mapped to 

the most similar domain. We can determine which cluster label is more identical to which domain 

in this way. The same method is then done in reverse to determine which domain is closest to 

which cluster. The Jaccard similarity measure yields a two-dimensional matrix. The largest value 

of each row determined the most common values in the tuples. We generate a list of tuples 

comprising the most common predicted cluster labels and actual data labels using the maximum 

values and indices. Finally, the process is repeated until each cluster label can be assigned to a 

domain label. 

Jaccard Similarity, The size of the intersection divided by the size of the union of two sets 

yields the Jaccard similarity. The intersection and unions of two sets can be stated in set notation. 

𝐽 =
𝐴 ∪ 𝐵

𝐴 ∩ 𝐵
 

We have applied Decision Tree, Random Forest, and KNN (K-Nearest neighbors) algorithms 

for classification. We have adopted a stratified 10-fold cross-validation technique to achieve 

optimal accuracy. Finally, the documents are separated based on their context and stored in a 

cloud repository of the system. 

 

Figure 13: Classification and Clustering Framework 
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Algorithm 1 Cluster Domain Mapping Pseudocode 

for  i = 0 to domainLength do 

for j = 0 to domainLength do 

JaccardSimClusterToDomain(i, j) ← JaccardSim(cluster[i], domain[j]) 

JaccardSimDomainToCluster(i, j) ← JaccardSim(domain[i], cluster[j]) 

end for 

end for 

 

for i = 0 to domainLength do 

ClusterDomain.append(index[max(JaccardSimClusterToDomain[i])]) 

DomainCluster.append(index[max(JaccardSimDomainToCluster[i])]) 

end for 

 

for i =0 to domainLength do 

Similarity.append(JaccardSim(ClusterDomain[i],DomainCluster[j])) 

end for 

 

for i = 0 to domainLength do 

if similarity[i] > 0 then 

mapping.append(ClusterDomain[i] ∩ DomainCluster[i]) 

else 

mapping.append(−1) 

end if 

end for 

 

while −1 in mapping do 

 

if count(−1) in mapping= 1 then 

cluster ← find(index(mapping)) 

domain ←find(domains) not in mapping 

end if 

 

mapping[cluster] ← domain 

remainingCluster ← [find(index) where mapping = −1] 

remainingDomain ← [find(domain) not in mapping] 

 

while i < length(remainingCluster) do 

while j < length(remainingCluster) do 

matrix.append(JaccardSimClusterToDomain[remainingCluster[i]],[remainingDomain[j]) 

i + +, j + + 

end while 

end while 

 

for i = 0 to domainLength do 

ClusterDomain2.append(index[max(matrix[i])]) 

DomainCluster2.append(index[max(matrix.T [i])]) 

end for 

 

for i = 0 to domainLength do 

Similarity2.append(JaccardSim(ClusterDomain2[i],DomainCluster2[i])) 

end for 

 

for i = 0 to domainLength do 

if similarity[i] > 0 then 

mapping.append(ClusterDomain[i] ∩ (DomainCluster[i]) 

end if 

end for 

 

end while 
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Registration Module 

For authentication and user profile creation, a registration module will be implemented. It will 

gather some basic information of the user to create a profile. 

 

Monitoring Module 

The monitoring module is created based on the user profile and preference. The user searches 

for content will stay in the user profile model. With time the model updates by adding more  

preferred items and discarding redundant items. The algorithm can produce statistics on the 

number of times a domain has been explored and update the user preference making the user-

centric search system more relevant and updated. 

 

Filter / Recommender Module 

The recommender module will perform in the following manner, at first, documents are fetched 

based on the user search query. Secondly, the records are filtered out based on user preferences. 

This filter module will communicate with the user profile model to collect the preferences. 

 

Similarity index Module 

The similarity index module retrieves the most similar documents per the user query. This 

module works as an alternative to the clustering module. Users can find similar documents by 

uploading one into the system if they want. Our Framework offers both domain-dependent and 

domain-independent similar document retrieval options. 

Based on the similarity index, documents are shown to the user. The similarity index module 

retrieves the most similar documents. We have used the cosine similarity measures, and the 

framework retrieves the five most similar documents. The definition of cosine-based similarity 

is mentioned below, in which A and B are vectors representing two documents. 

Cosine Similarity(A, B) =  
A. B

||A|| x ||B||
=  

∑ 𝐴𝑖𝑥 𝐵𝑖
𝑛
1=1

√∑ 𝐴𝑖2  𝑛
𝑖=1  𝑥 √∑ 𝐵𝑖2  𝑛

𝑖=1  
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3.4 Project management Features 

This section has explained the project management process of the capstone project. The 

Prototype was developed with all the project management concepts to reflect a real-life project 

development. This capstone prototype was built to expand our understanding of deployment-

level project management. Developing required documentation for a project has helped us gain 

essential knowledge about the capstone project's budgeting, resource allocation, and work 

breakdown structure. Developing this capstone project from an entrepreneurial point of view has 

enlarged our understanding of focusing on the work that matters, free from the distractions 

caused by tasks going off track or budgets spinning out of control. Considering it as a 

professional project. It has required around 4-5 months to build this web-based application 

except for the Research and literature study part. 

 

3.4.1 Business Model Canvas 

Figure 14 shows the prototype's BMC ( Business Model Canvas). The BMC is an integral part 

of project management. BMC consists of the nine essential building blocks explaining crucial 

information about the project as a business area. Identifying planning gaps between these nine 

building blocks is the actual value of the Business Model Canvas. It is an all-in-one canvas that 

explains what the prototype offers, features, the target customers, the value the prototype 

provides, how we as a provider make relationships with the customers, the key strategy of the 

model, and the cost-revenue structure. For the capstone prototype, we have developed the BMC 

showing the value proposition and explaining what unique features we are offering. We also 

have identified the channels to stay connected to the customers, our key business partner in the 

development environment. 
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Figure 14: Business Model Canvas 

 

 

3.4.2 Work Break Down Structure 

A work breakdown structure (WBS) is a visual, hierarchical, and deliverable-oriented 

deconstruction of a project. It is a helpful diagram for project managers because it allows them 

to break down their project scope and visualize all the tasks required to complete their projects 

[26]. It is a tool that can be used for projects, programs, and even initiatives to understand the 

work that has to be done to successfully produce a deliverable [27].  
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The WBS of our project shows in figure 15 all the work required to complete this project. It 

provides a visual of the entire scope of the project. This is also used for allocating which 

employee should be assigned for which work. By calculating the cost per task, the total budget 

of the product can be estimated. Also, this dividing task into multiple sections is constructive for 

resource allocation. Lastly, this helps the team feel invested in the planning. The WBS was 

developed with the original budget of 8,76,233 BDT. The WBS for the project was divided into 

five main tasks, namely the design phase, the dataset collection phase, the implementation phase, 

the testing phase, and finally, the maintenance phase of the prototype. 

 

 Figure 15: Work Breakdown Structure (WBS) of DocSearcher 
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3.4.3 Resource Allocation 

Resource allocation is  strategically selecting and assigning available resources to a task or 

project to support business objectives. In the context of accounting, resource allocation deals 

with setting people and their skills to projects, also known as engagements [28]. For our project, 

we have designated days for each task as per the importance and time required for the task shown 

in table 4. Each work is given to the respective employee. For allocating the task's budget, we’ve 

calculated their salary, resource cost, and how long it takes to fulfill that task. The total cost for 

this project, including development, infrastructure, maintenance, and employee salary, will be 

8,76,233 BDT. Table 5 shows the budget for employee person-month salary for our development 

part of the project. 

In our project, four roles are included such as- project manager, front-end developer, back-end 

developer, and quality assurance officer. 

Table 4: Resource Allocation 

 

 

Third Level 

Breakdown 

Responsible Allocated 

Days 
Start 

Time End Time Predecessors 

1. Design front-end Front end Developer 9d 10/15/21 10/27/21 --- 

2. Design module 

structure 

Back-end Developer 7d 10/20/21 10/28/21 --- 

3. Design database 

structure 

Back-end Developer 5d 10/20/21 10/26/21 --- 

4. Take Benchmark 

Dataset 

Back-end Developer 5d 10/25/21 10/29/21 --- 

5. Scrap Data from 

DailyStar.net 

Back-end Developer 7d 10/30/21 11/08/21 --- 

6. Remove Garbage 

Value 

Back-end Developer 7d 11/09/21 11/17/21 4, 5 

7. Remove Stop Words Back-end Developer 1d 11/18/21 11/18/21 6 

8. Tokenize Words Back-end Developer 1d 11/19/21 11/19/21 7 

9. Pad Word Vectors Back-end Developer 1d 11/22/21 11/22/21 8 

10. Mask Word 

Vectors 

Back-end Developer 1d 11/23/21 11/23/21 9 

11. Produce Document 

Vector With BERT 

Back-end Developer 16d 11/24/21 12/15/21 10 

12. Create Daily Star 

Repository 

Back-end Developer 6d 12/16/21 12/23/21 1, 3, 11 

13. Create  Reuters 

Repository 

Back-end Developer 7d 12/16/21 12/24/21 1, 3, 11 
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Table 5 : Employee’s Salary Estimation 

Role Salary per month 

Front End Developer 40,000 BDT 

Back End Developer 70,000 BDT 

Quality Assurance Engineer 1,00,000 BDT 

 

3.4.4 Critical Path Method 

Critical Path Method (CPM) is an algorithm for planning, managing, and analyzing the timing 

of a project. The step-by-step CPM system helps identify critical and non-critical tasks from 

projects start to completion and prevents temporary risks [29]. CPM helps calculate the time and 

resources needed for the project and find the critical paths for the project so there’s no scheduling 

problem. In critical paths, if a task is finished on a particular day, another work will start on the 

same day. So any kind of lapse in these paths will delay the entire project. From figure 16, we 

can conclude that the estimated critical duration is 102 days. 

Third Level Breakdown Responsible Allocated 

Days 

Start 

Time 

End 

Time Predecessors 

14. Implement Cluster and 

Classification Module 

Back-end 

Developer 

12d 12/27/21 01/11/22 2, 12, 13 

15. Implement Document 

Uploader 

Back-end 

Developer 

5d 01/12/22 01/18/22 14 

16. Implement Login/Sign-up Back-end 

Developer 

8d 10/29/21 11/09/21 1, 2, 3 

17. Create Password 

Encryption 

Back-end 

Developer 

4d 11/10/21 11/15/21 16 

18. Implement Monitor and 

Filter Module 

Back-end 

Developer 

7d 01/19/22 01/27/22 15, 17 

19. Implement Document 

Similarity Module 

Back-end 

Developer 

12d 01/28/22 02/14/22 18 

20. Module Integration Testing Quality Assurance 

Engineer 

8d 02/18/22 03/01/22 20 

21. Design Testing Structure Quality Assurance  

Engineer 

3d 02/15/22 02/17/22 19 

22. White Box Testing Quality Assurance  

Engineer 

7d 02/18/22 02/28/22 20 

23. Black Box Testing Quality Assurance  

Engineer 

11d 02/18/22 03/04/22 20 

24. User Testing Quality Assurance  

Engineer 

10d 03/07/22 03/18/22 21, 22, 23 
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Figure 16: Critical Path Method (CPM) 
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3.4.5 Infrastructure Cost 

To design, develop, implement, and expand the infrastructure there are certain costs that are 

needed. The detailed infrastructure costing for our capstone project is given in table 6. 

Table 6: Infrastructure Cost 

Infrastructure Cost 

Serial Equipment Description Quantity Cost 

1 Laptop/PC Intel(R) Core (TM) i5-8250U 

CPU 1.60GHz 1.80 GHz. RAM 

16.0 GB.  

x64-based processor. 

Windows operating system 

3 Laptop/PC 

(min) 

2,10,000 

 BDT 

2 Google Colab 

Pro 

RAM:  53GB 

Number of CPU: 2 

Disk Space: 150 GB 

1 Account 

(min) 

23,233 

BDT 

4 TP-Link Router TP-Link Wireless N Router 

WR841N Model No. TL-

WR841N  

Mode:11bgn mixed 

Internet:100Mbps full duplex 

SPI FireWall: enabled 

1 Piece 4,000 BDT 

Total 2,37,233 BDT 

 

Budget = 4,50,000 BDT, Infrastructure Cost = 2,73,233 BDT 

Total = 7,23,233 BDT 

3.4.6 Break-Even Point Calculation 

A break-even point means a point at which the total cost and revenue will be the same in a 

business. In other words, a point in production where the expenses of production are equal to the 

product's revenues. It is used to calculate the number of units needed to cover the total cost for 

the end product. 

Assuming,  

At initial stage,   Customer requirement = 2, 

Account requirement per month = 30 

Package 1: 1 customized repository and 10 user account,  Cost = 50,000 BDT 

Additional Per Account Adding Cost = 1,000 BDT  

If package 1 is sold to two customers, then revenue will be = 1,00,000 BDT 

Account left = 30 – 20 = 10,  Other 10 accounts revenue = 10,000 BDT 

Per month revenue = 1,10,000 BDT 

As per the projection after around 7 months there will be a break-even point. So, this project can 

expect to get revenue after 7 months. 
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3.5 Test Structure 

We used four test scenarios to put our prototype to the test shown in table 7. We began by testing 

the system's sign-up mechanism. It displays the result in accordance with the rules for the input 

of test data. The login function is the following function we tested; there were four test cases for 

it. If a user can log in successfully, this function has been correctly implemented. If the details 

of the repositories, such as repository pages, and domain/topic list, are displayed for the test 

repository pages function, then it is routing correctly. Finally, when testing the document 

uploader, the result will show appropriate classification if a user uploads a text file after selecting 

a repository.  

Table 7: Test Structure 

Project Name Docsearcher 

Module Names Sign up module, Login Module, Document upload 

module. 

Created By Nazia, Sumona, Kashfia 

Creation Date May 13, 2022 

Test 

Scenario 

ID 

Test 

Scenario 

 

Test 

Case 

ID 

Test Case 

Description 

Test Data Conditions Expected 

result 

TS-01 Test 

Signup  

Functional

ity 

S-1 1)Enter a valid 

email 

2)Enter a valid 

password 

3)Click login 

1)Alice@gmail.com 

2)alice1234 

See Login 

Page 

Successful 

Sign Up 

S-2 1)Enter invalid 

email 

2)Enter valid 

password 

3)Click login 

1)abc.com 

2)alice1234 

Redirect to 

Sign Up page 

Unsuccessful 

Sign Up 

S-3 1)Enter valid 

email 

2)Enter invalid 

password 

3)Click login 

1)Alice@gmail.com 

2)1234567 

 

Redirect to 

Sign Up page 

Unsuccessful 

Sign Up 

S-4 1)Enter invalid 

email 

2)Enter invalid 

password 

3)Click login 

1)abc.com 

2)123456 

Redirect to 

Sign Up page 

Unsuccessful 

Sign Up 

TS-02 

 

 

 

 

Test 

Login  

Functional

ity 

 

 

L-1 1)Enter valid 

email 

2)Enter valid 

password 

3)Click login 

1)Alice@gmail.com 

2)alice1234 

See Home 

Page 

Successful 

Login  
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Test 

Scenario 

ID 

Test 

Scenario 

Test 

Case 

ID 

Test Case 

Description 

Test Data Conditions Expected 

result 

  L-2 1)Enter an 

invalid email 

2)Enter valid 

password 

3)Click login 

1)abc.com 

2)alice1234 

Redirect to 

login page 

Unsuccessful 

Login 

L-3 1)Enter a valid 

email 

2)Enter invalid 

password 

3)Click login 

1)Alice@gmail.com 

2)1234567 

 

Redirect to 

login page 

Unsuccessful 

Login 

L-4 1)Enter invalid 

email 

2)Enter invalid 

password 

3)Click login 

1)abc.com 

2)123456 

Redirect to 

login page 

Unsuccessful 

Login 

TS-03 Test 

Repository 

pages 

R-1 1)Click home 

Page 

2)Click any 

repository 

3)Click 

Domain/Topic

s 

HTTP request 1)Viewing 

repository 

page 

2) Viewing 

domain 

list/topic 

list page 

Successful 

routing 

TS-04 Testing 

Document 

Uploader 

D-1 1)Choose a 

repository 

2) Choose a 

.txt file 

3) Click 

submit 

1) Daily 

Star/Reuters 

2) Testfile1.txt 

Redirecting 

to 

documents 

page with 

suggested 

domains 

and similar 

documents. 

Successful 

classification 

 

D-2 1)Choose a 

repository 

2)Input an 

invalid file 

format 

3) Click 

submit 

1) Daily 

Star/Reuters 

2) File.pdf 

Redirecting 

to uploader 

Un- 

Successful 

classification 

 

D-2 1)Choose a 

repository 

2)Input an 

empty file  

3) Click 

submit 

1) Daily 

Star/Reuters 

2) empty_file.txt 

Redirecting 

to uploader 

Un- 

Successful 

classification 

 

  D-2 1)Choose a 

repository 

2)Input an 

invalid file 

(not English) 

3) Click 

submit 

1) Daily 

star/Reuters 

2) invalid file 

Redirecting 

to uploader 

Un- 

Successful 

classification 
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3.6 Materials and Devices  

This section briefly described the functionality of the modern engineering and machine learning 

tools we used to research and develop for Capstone study. 

Operating System and Hardware Configuration 

In this capstone project, we have conducted all the experiments in a Windows operating system. 

The system configuration used in this project; Intel(R) Core(TM) i5-8250U CPU 1.60GHz 1.80 

GHz Installed RAM 16.0 GB. The system type is a 64-bit operating system, an x64-based 

processor with Windows 11 OS. 

Python Machine Learning Libraries  

Hugging Face: We have used the hugging face model BERT to develop the prototype and 

research purposes. Hugging Face is a startup in the Natural Language Processing (NLP) domain, 

offering many modern state-of-art models, including the Transformer-based models.  

Python’s SciKit-Learn: Python’s SciKit-Learn is a simple and efficient library for predictive 

data analysis and implementing Machine Learning algorithms. We have used the offered 

libraries for data analysis, pre-processing, cleaning, and analyzing the machine learning 

outcomes during our research. 

Development Framework 

Google Collab is a powerful python coding tool offering Zero configuration,  Free accessed  

GPUs, and Easy sharing. Collab is a platform provided by Google to write codes in python with 

all the libraries. The platform offers more GPU power to run heavy models. We have used 

Google's collab services to conduct the research and analysis results for the capstone project. 

Python Flask for Application Prototyping 

The Flask is a microframework developed in python. The Framework is a modern and popular 

tool that builds machine learning models and hosts them in a cloud-based server. We have used 

this modern tool to construct the proposed prototype in this capstone project.  

Application Integrated development environment ( IDE) 

We have used Visual studio code IDE to develop the proposed prototype. Visual Studio Code is 

a source-code editor. VS code is a modern popular editor that supports debugging, syntax 

highlighting, intelligent code completion, snippets, code refactoring, and embedded Git. 

GitHub for version control 

GitHub is a popular safe version control system. We have used the functionality of GitHub to 

maintain version control and source code management. 
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Results  

 

This chapter has explained the result analysis of the research. The clustering and classification 

result analysis has been shown in this chapter to evaluate the performances of the algorithms. 

The results chapter of the research report will endeavor to tell the findings without attempting to 

analyze or assess them, as well as give guidance to the discussion section. The findings are 

presented, and the analysis is revealed. 
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4.1 Classification of Reuter Dataset 

 

4.1 Classification of Reuter Dataset 

The following section presents the result analysis for the Reuters and Daily Star Dataset with the 

proposed methods. We have applied the classification algorithms to analyze which classifier 

works best and the influence of the dataset size in the classification algorithms. Classifications 

accuracy is much higher with the increasing length of the dataset. We have applied stratified k-

fold as a validation technique, for analysis, we have taken K=10, and the stratified k-fold cross-

validation gives us the min-max and average accuracy of the classifier and the standard deviation. 

The cross-validation helped us gain optimal results for classification algorithms applied in this 

capstone project. The overall classifier algorithm performance is shown in table 8. The random 

forest classifier outperforms than the others by all the datasets on average. 

 

Table 8: Classifier Algorithm performance analysis on Reuter Dataset 

Dataset 

Name 

Data 

size 

Decision Tree Random Forest KNN 

  
Max 

(%) 

Min 

(%) 

Avg 

(%) 

std Max 

(%) 

Min 

(%) 

Avg 

(%) 

std Max 

(%) 

Min 

(%) 

Avg 

(%) 

std 

DS1 200 85 65 76.5 0.067 95 75 88.0 0.059 90 75 81.5 0.047 

DS2 500 84 66 75.8 0.059 90 84 87.0 0.022 90 78 85.6 0.047 

DS3 1000 76 63 67.7 0.035 94 83 88.0 0.039 92 81 88.5 0.033 

DS4 5000 75 70 72.8 0.014 92 88 90.0 0.015 93 87 89.8 0.017 

 

The following figures (fig. 17 and fig. 18) present a visualized comparison of the performance 

of the classifier algorithm on the Reuter Dataset. 
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4.1 Classification of Reuter Dataset 

 

 

 

Figure 17 : Reuter Dataset Analysis 

 

 

Figure 18: Different Classifiers on Reuter Dataset Size vs. Accuracy 

 

Performance Evaluation on Reuter Dataset  

In this section, we have compared the performance and accuracy of our research to the research 

work of Yutong Li et al. [17] weighted BERT model. The proposed methods in this paper achieve 

higher classification accuracy than Yutong Li et al. [17].The proposed algorithms are simple yet 

effective. The classification algorithms obtained in this capstone project outperform the accuracy 

in Yutong Li et al. [17]. 



52 

 

4.1 Classification of Reuter Dataset 

 

Table 9: Performace Comparison with the target research 

 

Dataset 

name 

Dataset 

Size 

Topic 

number 

Decision 

Tree 

Accuracy 

Random 

Forest 

Accuracy 

KNN 

Accuracy 

Target 

Accuracy 

DS4_v2 200 4 76.0 91.5 91.0 75.0 

DS5_V2 500 5 74.4 86.4 85.2 63.0 

DS8_v2 1000 8 66.2 82.6 81.5 53.7 

DS15_v2 5000 15 59.8 84.7 85.1 67.9 

 
 

Figure 19 is our research work’s performance analysis visual representation with the target study 

mentioned in Yutong Li et al. [17]. We have taken this particular research to compare the 

performance of the algorithms because we have also worked with Reuters Dataset similar to 

Yutong Li et al. [17]. The sectioning of the dataset was also kept identical to the target research 

to compare and evaluate the results. The proposed methodologies and algorithms achieved 

86.4% accuracy on Random Forest Classifier, suppressing the highest accuracy obtained by the 

target research by 21.485%. 

 

 

Figure 19: Performance comparison of Capstone’s accuracy with the targeted research work 

on Reuters Dataset. 
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4.2 Classifier Analysis on Daily Star Dataset 

 

4.2 Classifier Analysis on Daily Star Dataset 

 

We also applied a classifier algorithm on the "Daily Star" Dataset to analyze the classification 

algorithms for our capstone project. For this, we have divided the dataset into two sections, 

DS415 and DS212. The accuracy is obtained by the classifiers' stratified k-fold cross validation's  

min, max, and average accuracy scores and standard deviation. The random forest classifier 

performs best in both datasets, as in table 10. 

 

Table 10: Classifier Algorithm performance analysis on Daily Star Dataset 

Dataset 

Size 

Decision 

tree(%) 

Random 

Forest(%) 

KNN(%) 

DS415 36.61 75.92 62.86 

DS212 31.17 66.48 60.47 

 

 

In Figure 20, the visual representation is described of the classifier algorithm performance in the 

Daily Star dataset. 

 

 

 

Figure 20: Daily Star Dataset and Classifier Analysis 
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4.2 Classifier Analysis on Daily Star Dataset 

 

Table 11: Test Data analysis of Daily Star Dataset 

 

 

 

Table 12: Unseen Test Data class label comparison between classifier predictions and 

System generated Vs. classifier predictions and Domain experts identified 

 

 Accuracy 

 Decision Tree Random 

Forest 

KNN 

System Generated class 

label 

5/14 7/14 9/14 

Domain Expert 

Identified class label 

6/14 8/14 9/14 

 

Performance Evaluation for Daily Star Dataset 

Table 11 represents the test class label prediction containing 14 Daily Star news portal article 

samples as test data. We have taken help from a linguistic expert for a strong validation of our 

result. We have tested the Test dataset with a linguistic expert who can identify the domain by 

reading the Daily Star Dataset articles. As machine learning algorithms do not understand textual 

data, it would be adequate to validate the test dataset from a human domain expert. 

 

   Algorithm predicted class label 

Sample 

No. 

System 

Generated 

class label 

Domain 

Expert 

Identified class 

label 

Decision Tree Random 

Forest 

KNN 

1 environment business tech_news business environment 

2 environment environment environment business environment 

3 Sports sports sports sports sports 

4 Sports sports tech_news sports sports 

5 business business entertainment business business 

6 business tech_news tech_news business environment 

7 entertainment entertainment environment business sports 

8 entertainment entertainment entertainment entertainment entertainment 

9 tech_news tech_news tech_news tech_news tech_news 

10 tech_news business tech_news business business 

11 life_living life_living entertainment life_living life_living 

12 life_living life_living environment tech_news tech_news 

13 youth tech_news tech_news entertainment youth 

14 youth youth entertainment life_living youth 
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4.3 Clustering on Daily Star Dataset  

 

4.3 Clustering on Daily Star Dataset  

Performance of K-Means on Daily star Dataset 

This section has explained the performance analysis of the clustering algorithms on the Daily 

Star dataset. The daily star dataset has seven domains. K-Means and K-Medoid method has been 

applied for clustering. Cluster numbers ranging from five to ten for finding optimal cluster 

numbers were taken. To assess the result, the silhouette score and Dunn index were calculated. 

Table 13 demonstrates that the Dunn index and Shallotte coefficient matrices produce the 

maximum accuracy for cluster number 5. 

 

Table 13: KMeans and KMedoid Cluster Quality Analysis 

cluster 

number 

Dunn index 

K-Means 

Silhouette 

avg K-Means 

Dunn index 

K-Medoids 

Silhouette 

avg 

K-Medoids 

5 0.654415 0.135175 4.275027e-08 -0.032062 

6 0.633541 0.128418 4.275292e-08 -0.049176 

7 0.578599 0.082912 4.431572e-08 -0.030276 

8 0.550345 0.081244 4.431572e-08 -0.021859 

9 0.491421 0.074516 4.431572e-08 -0.026283 

10 0.572035 0.084121 4.460831e-08 -0.019459 

 

 

 

Performance of DBSCAN on Daily Star Dataset 

 

Experiments on the Daily Star dataset were also conducted by performing feature reduction of 

the input dataset. The pre-trained BERT generated 768 embeddings which were reduced to 100 

samples. Feature reduction was necessary as clustering algorithms tend to produce wrong 

predictions with large input vectors. UMAP was used to perform feature reduction. DBSCAN 

algorithm was applied afterward. For experimental purposes, the epsilon value ranging from 0.38 

to 0.70 was taken for testing, shown in Table 14. The analysis of the DBSCAN algorithm 

revealed the fewest non-clustered documents, 27 were found for cluster number 7, and the 

corresponding silhouette score and epsilon values are 0.064687 and 0.64, respectively. 
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4.3 Clustering on Daily Star Dataset  

 

Table 14: DBSCAN Cluster Analysis 

epsilon Number of 

clusters 

Number of Non 

clustered doc 

Silhouette 

coefficient 

0.38 2 385 -0.026521 

0.40 3 367 -0.078938 

0.42 6 314 -0.047469 

0.44 8 271 -0.051195 

0.46 8 223 -0.023049 

0.48 11 155 0.005511 

0.50 12 129 0.017165 

0.52 11 97 0.030152 

0.54 11 73 0.041800 

0.56 10 50 0.070519 

0.58 10 36 0.071821 

0.60 8 32 0.067716 

0.62 8 31 0.067656 

0.64 7 27 0.064687 

0.66 6 23 0.063110 

0.68 5 22 0.062567 

0.70 4 17 0.115422 

 

 

As this test scenario produced the optimal results; thus, the clustering algorithm predicted class 

labels were mapped to the actual label of the dataset. Mapping cluster labels to original data 

labels is a crucial step in the result analysis. It allows the clustering accuracy to be expressed in 

terms of accuracy used in supervised algorithms. 

 To visualize the data, we generated a scatter plot and confusion matrices. The scatter plot in 

figure 21 and figure 22 shows the actual domain labels and predicted domain labels against the 

content numbers for K-Means and DBSCAN. Table 15 and Table 16 show the confusion matrix 

results of the clustering algori m  after the mapping. The confusion matrix shows the predicted 

labels against the actual labels of the dataset. The domains entertainment, environment, live 

living, sports, and tech news show promising results as the algorithms correctly predicted most 

class labels. Interestingly, the prediction level in the youth and business domains performs 

imperfectly in both the K-means and DBSCAN algorithms, although these two algorithms have 

different properties In the research study of [19], the feasibility of a document representing 

various domains was assessed. the feasibility of a document representing various domains was 

assessed. We have used a domain expert’s help to evaluate the categorization results in this study, 

which resulted in clear speculation that a single document can identify in multiple domain names.  

This study can determine why two domains, i.e., ”youth” and ”Business,” are predicted to be 

more spread out in the clusters.  
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4.3 Clustering on Daily Star Dataset  

 

 

 

Fig. 21. Mapping Clusters with Domain of KMeans Result 
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4.3 Clustering on Daily Star Dataset  

 

 

Figure 22. Mapping Clusters with Domain of DBSCAN Result 

 

Table 15: Confusion Matrix of KMeans on Daily Star Dataset 

 Actual Domain Labels 

Predicted 

Domain- 

Cluster 

Mapped 

Labels 

business entertainment environment life 

living 

sports tech 

news 

youth 

business 18 9 14 16 20 9 12 

entertainment 17 21 2 3 0 13 9 

environment 16 5 20 2 2 2 14 

life living 1 2 1 22 1 2 0 

sports 0 0 0 0 54 0 0 

tech news 12 2 3 3 9 19 0 

youth 9 14 11 9 6 5 6 
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4.3 Clustering on Daily Star Dataset  

 

Table 16: Confusion Matrix of DBSCAN on Daily Star Dataset 

 Actual Domain Labels 

Predicted 

Domain- 

Cluster 

Mapped 

Labels 

business entertainment environment life 

living 

sports tech 

news 

youth 

business 9 1 0 1 0 9 3 

entertainment 14 34 7 11 3 4 13 

environment 15 3 19 2 0 1 13 

life living 19 11 15 38 9 7 12 

sports 0 0 0 0 61 2 0 

tech news 12 2 2 3 1 18 0 

youth 0 0 0 0 13 1 0 

Non-clustered 4 2 8 0 5 8 0 

 

The performance analysis of K-Medoid has not been included due to the inferior quality of the 

clusters. The K-Medoid algorithm is not suitable for large text document clustering because of 

its many dimensionalities. The actual document might not represent the cluster correctly. In K-

Means, the average score is calculated to produce clusters. Therefore, a document representing 

multiple domains gets a higher weight, and a cluster tends to be more accurate while being 

formed. However, K-Medoid, which uses an actual random point as a medoid, frequently fails 

to cluster documents representing different domains. 

 

4.3.1 Comparison Between KMeans and DBSCAN result on Daily Star: 

 

Table 17: Comparison between KMeans and DBSCAN clustering Result 

 Precision Recall Accuracy 

 KMeans DBSCAN KMeans DBSCAN KMeans DBSCAN 

business 0.184 0.391 0.247 0.123  

 

 

0.386 

 

 

 

0.431 

entertainment 0.323 0.395 0.396 0.642 

environment 0.328 0.358 0.392 0.373 

life living 0.759 0.342 0.400 0.690 

sports 1.000 0.968 0.587 0.663 

tech news 0.396 0.474 0.380 0.360 

youth 0.100 0.000 0.146 0.000 
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4.3 Clustering on Daily Star Dataset  

 

Table 17 shows the precision-recall and accuracy comparison of the KMeans and DBSCAN 

algorithms, based on tables15 and 16 which are the confusion matrix for these two algorithms. 

For this study, we have to give more importance to the Recall score measurement.  The recall is 

a metric that quantifies the ratio between correct positive among correct positive and false 

negative predictions made. As one single document can represent multiple domains, the number 

of false positives will not ha ave negative effect on the accuracy. High precision relates to the 

low false positive rate. Recall provides an indication of missed positive predictions. When a user 

wants to search for similar documents, missed positive documents indicate a bad system. 

When comparing the accuracy scores of KMeans and DBSCAN, it is clear that DBSCAN 

algorithms are more exact. The domain ‘entertainment’, ‘sports’, and ‘Life_living’ gave out 

fewer false negative predictions in both of the algorithms. 
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4.4 Key Findings  

 

4.4 Key Findings 

The task of clustering a set of big textual documents so that texts in the same group are more 

contextually similar is known as text document clustering. Clustering huge text documents have 

been a major area of research in NLP, as contextual word embeddings are required for clustering.  

Traditional text document classification methods represent documents with non-contextualized 

word embeddings and vector space models. The existing text document classification 

methodologies have been explored first and then we evaluated their strengths and limitations.  

The study started with models based on Bag-of-Words and shifted towards transformer-based 

architectures. Several classification algorithms have been applied to the word embeddings of the 

pre-trained state-of-art BERT model. 

The findings from this capstone project: 

➢ It is concluded that transformer-based embedding is necessary to capture the contextual 

meaning.  

➢ To build this framework all the latest technologies and state-of-art tools have been used. 

➢ The state of art BERT model has been used in this capstone project.  

➢ BERT is mostly used for next word prediction but here it’s used for a different approach which 

is text classification and clustering. 

➢ For classification, by comparing this work with Yutong Li et al. [17], it has been found that 

this study and experiment show better accuracy than target work. The study results have 

outperformed the results of Yutong Li et al. [17]. with 50% improvement. 

➢ Among all three state-of-art classification algorithms – Decision Tree, Random Forest, and 

K-Nearest Neighbor, random Forest performed better than others for every dataset as it is an 

ensemble method. 

➢ This research has applied two clustering algorithms- KMeans and DBSCAN, over the Daily 

Star dataset to measure the performance of the algorithm over BERT’s generated contextual 

embeddings. After the clustering of the embedding produced by BERT, as clustering is an 

unsupervised algorithm and obtaining the accuracy is often difficult, a mapping method to 

evaluate the clustering performance is implemented. A new algorithm has been implemented 

for cluster domain mapping.  

➢ For better visualization of the data, a scatter plot and confusion matrices have been generated. 

This different approach of plotting is used for mapping contents with the actual domain and 

clustered labels. 

➢ From table 16, it is visible that prediction levels are more correct when applying DBSCAN. 

This is due to DBSCAN being a density-based clustering method and taking account of the 

document vector’s density rather than mean values are the more suitable approach for 

document clustering. 



62 

 

 
  Conclusion & Future Work  

  

Our capstone project introduces a novel text classification framework and text clustering method 

with a mapping algorithm using transformed-based embeddings. The study of embedding 

schemes of different models concluded that the transformer-based architectures are better suited 

for generating contextual word embeddings.  

 

This project has applied the classification algorithms to a benchmark Reuters dataset and web-

scrapped Daily Star dataset. The experiments with the random forest classifier and KNN show 

promising results. The random forest classifier achieves around 90% accuracy over the Reuters 

dataset and 75% accuracy over the Daily Star dataset. The performance of the classifiers has 

been compared with existing work and it shows up to 50% improvement in accuracy. Web-

scrapped Daily Star dataset was used in this project to test clustering techniques. According to 

the K-Means clustering experiment, cluster number 5 has the highest Dunn index and Silhouette 

Coefficient, indicating this cluster is more compact and well segregated. Furthermore, the 

experiment with the confusion matrix of the DBSCAN and K-Means algorithm shows which 

classes accurately predicted most class labels. Entertainment, environment, live living, sports, 

and tech news show promising results. The mapping algorithm has made it possible to evaluate 

the unsupervised clustering algorithm in a supervised way, validating the accuracy more 

precisely and satisfactorily. The comprehensive performance study reveals that K-Means and 

DBSCAN can cluster most of the dataset correctly. 

 

We have extended our study towards building a user-preferred document retrieval system. In the 

sign-up page all the list of domains and topics are given, and users can select them. After this 

selection their preference will be stored and based on this history the clustering result will be 

generated. With this, the domains become more concise. The extended version of the framework 

will include a hybrid recommender system integrating user-centric preferences. The hybrid 

recommender system facilitates both content-based and collaborative filtering. Moreover, 

multiple repositories of text documents can be added to the framework for a smooth user 

experience of information browsing. The framework will eventually allow users to browse and 

submit documents for finding contextually similar records. The framework will be more robust 

as the time passes by through a monitoring scheme, keeping the updated user profiles based on 

the search history. 
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        Appendix 
Appendix A 

 

Addressing COs, Knowledge Profile (K), Complex Engineering Problem (EP), and, Program 

Outcome(PO): 

CO CO Descriptions K EP/EA PO 

CO7 Assess and 

address the 

sustainability and 

impact of the 

capstone project in 

societal and 

environmental 

contexts 

K7: Our solution 

provides safety to 

the user’s data and 

doesn’t store any 

sensitive 

information which 

can create unrest 

between the 

religious or 

political groups. 

Also, to ensure 

sustainability we 

used google colab 

as it provides 

cloud-based 

service.  

 

EP5: For our capstone 

project, we have used the 

concept of ethical 

Machine Learning. We 

have followed the data 

life cycle’s ethical 

Machine Learning’s 

standard processes. 

 

EP6: We need to train our 

model based on the user 

perspective and domain 

level. But we have to 

filter sensitive content so 

that it can create fuss 

between different social 

groups.  

PO7: We have maintained 

maximum sustainability by 

implementing cloud-based 

paperless services. We are 

sharing services over a network 

to maximize the effectiveness 

of the resources thus 

maximizing the computing 

power and reducing 

environmental damage. We are 

using google colab as our 

implementing platform. 

Google appreciates and 

encourages sustainability and 

cloud computing for a 

sustainable environment and 

technologies.  

The main motivation behind 

the clustering and 

classification framework is that 

it’s automated so it’s a 

paperless service. 

CO8 Apply 

professional and 

engineering 

ethical principles 

and practices for 

the 

implementation of 

the capstone 

project 

K7: The developed 

solution provides 

security of the 

user’s data and 

preferences to feel 

safe using our 

application. 

Furthermore, we 

have used colab 

from google. 

Google appreciates 

and encourages 

sustainability and 

cloud computing 

for a sustainable 

environment and 

technologies. 

 PO8: In the corpus of text 

clustering framework, we are 

not storing sensitive 

information. The prototype 

does not introduce any political 

or religious bias. We have 

filtered the sensitive document 

CO9 Work effectively 

as an individual 

and a team 

member for the 

successful 

completion of the 

capstone project 

  PO9:Throughout this capstone 

project, we have had effective 

meetings with the supervisor as 

well as individually. We’ve 

divided our work, and, in the 

end, we’ve sat together to 

combine everything so that we 
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can achieve the main 

objectives of the capstone 

project. The communication 

and understanding between the 

three of us have become 

stronger now than at the 

beginning of the project.  

CO10 Write effective 

reports and design 

documentation, 

and make 

effective 

presentations of 

the outcome of the 

capstone project 

 EA1: As our resources, 

we have studied the 

relevant domain. 

EA2: In this project, there 

are different stakeholders 

with different expertise 

and intellectual level. 

Therefore, we built the 

framework in such a way 

that can provide 

understandable results for 

different stakeholders. 

EA3: A unique, 

innovative, robust, 

sustainable, environment-

friendly, user-friendly 

platform consisting of all 

the state of art 

technologies. 

EA4: We have trained 

our model based on the 

user perspective and 

domain level. Some users 

may require data from a 

quarsal level of the 

domain. More specialized 

users may want to find 

documents at a finer level 

of granularity. 

EA5: Human 

interpretation of the 

documents can be varied 

and it’s very important 

for us to tag the 

documents. That is an 

unfamiliar issue for us 

because we lack expertise 

in linguistics. That’s why 

we have consulted with a 

domain expert. 

PO10: For our capstone 

project, we have prepared an 

informative slide for better 

understanding. We have also 

prepared the report in an 

organized way and followed a 

proper flow so that it can be 

easier to understand. Lastly, we 

have tried to write the report 

with minimum grammatical 

errors. For that, we have 

checked it using Grammarly. 
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CO11 Conduct 

economic analysis 

and cost 

estimation; and 

apply appropriate 

project 

management 

processes in the 

development life 

cycle of the 

capstone project 

  After the economic analysis, 

our projected total budget is 

around BDT 7.5 lakhs. We 

have made a work breakdown 

structure for identifying 

different task-wise budgets. 

We’ve made resource planning 

of the project to get a better 

estimation of the timeline of 

the project as well as the 

dependencies of each task. We 

have identified the critical 

paths for the project using the 

critical path method(CPM).  

We have also calculated the 

break-even point. After around 

7 months later we expect to get 

the revenue. 

CO12 Prepare to take 

part in 

independent and 

lifelong learning 

for 

adapting emerging 

technologies for 

the solution of the 

complex computer 

science and 

engineering 

problems 

  For this project, we have 

studied many existing 

technologies and did a  

literature survey, also 

experienced of conducting 

research that provides a viable 

product that helps our lifelong 

learning. 

After this research, now we 

know different steps of 

conducting research and how 

research can be translated into 

a product. So we are confident 

that in the future we would 

always have an inquisitive 

mind to tackle any problem and 

come up with a viable solution 

that can be also transformed 

into a hardware or software 

product. 
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Appendix B 

 

 

Home 

Home page of the DocSearcher Prototype. This page is accessible for registered and non-registered 

users. Users can view the existing repositories, know about the developer team, contact the 

developers from this page, and learn what this application is about. 
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Sign Up 

Protypes’s sign-up page. Users can sign up to enjoy user-centric document searching via this page. 

Users can choose multiple domains or topics from the existing repositories as their interest areas. This 

data is utilized to produce a user-centric search system for that particular user. This is entirely optional. 

Users may not choose an attractive size if they don’t want it. 
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Appendix B 

 

 

 

 

Login 

Login system of the DOcSearcher, Already registered users can log in at any time to use the system 

and browse through repositories; upload a document, and find similar ones based on the areas of their 

interest. 
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Appendix B 

 

 

Daily Star 

In the Daily Star repository, registered and non-registered users, can view this page and browse 

through the seven domains and their contents. Users can also upload a document to find similar ones. 

In that case, user can enjoy two options: Domain dependant and Independent searching. Users with 

more knowledge of the domains can select a domain for searching, whereas new users can also search 

without selecting any domain from The repository Daily Star.  
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Documents for “Sports” Domain 

Document Present inside the Daily Star repositories Sport’s Domain. Inside each domain, the 

existing contents can be viewed with the document id and the text. 
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Appendix B 

 

 

Reuter  

Reuters Dataset repository. Users can view this page. No login or registrations are required. The Reuter 

repository has fifteen topics containing hundreds of documents on the fifteen issues. 
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Domain Independent Similar Document Search for Non-registered User 

One of the developed prototype's two main features is Domain-Independent Similar Document Search 

for Non-registered User. Users can upload a document to find similar ones via this page. This page 

shows the user uploaded document, the Suggested domain from the classifiers, ten relevant documents, 

and their similarity index for this repository. Similar document and domain names are also shown for 

the user's convenience. This is a sample search result of the domain-independent case where the user 

will not choose any domain before classifying a document. 
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Domain Independent Similar Document Search for Registered User 

Registered users can search documents without selecting any particular domain. The feature of user-

centric searching is shown in this picture; the registered user can give their preferred domain or topic 

at the time of registration. Based on their chosen area, the system will show similar documents upon 

a search. 
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Domain Dependent Similar Document Search 

The above-shown picture shows a use case where any user has selected the domain of interest for their 

search, a similar document along with the suggested domain will be delivered to users. 

 

 


