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ABSTRACT 

With the rapid growth of e-commerce platform, the Fake Review Detection has become a popular 

and significant topic for both the businesses and research area in recent years. For making a best 

decision, online reviews play a very important role in today’s e-commerce. There are millions of 

reviews available regarding various product and services in different social sites and marketing 

websites. Customers write their opinion based on their experience and these reviews become the 

source of information for the other consumers because depend on those reviews, people take their 

decision. But sometimes, it becomes so tough to find out the genuine reviews as there is no 

restriction for written a review in any online platform. Anyone can write reviews according to 

them which raise the number of fake reviews and can give wrong information and mislead a 

customer. These fake or genuine reviews play a significant role for the reputation and revenue of 

an organization. Usually, positive reviews attract more customers and gain high profit whereas 

negative reviews badly affect the reputation of an organization. This situation makes us interested 

to distinguish the fake and genuine review. In this study, we discuss some Machine Learning 

algorithms (Naïve Bayes, Random Forrest, K-Nearest Neighbor, Logistic Regression, Support 

Vector Machine (Linear), Decision Tree) and Deep Learning algorithms (Dense Layer 

Architecture, LSTM, BiLSTM) and using those algorithms we try to identify whether the review 

is credible or not. We applied confusion matrix and analyzed the experimental results. Then, we 

show some trade-off between Machine Learning and Deep Learning algorithms.  Also, we discuss 

about some challenges we faced while doing this thesis and we discuss some of our future plan 

regarding this thesis. 
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CHAPTER ONE 

Introduction 

1.1 Introduction  

Reviews are statements which express suggestion, opinion or experience of someone about any 

market product [1]. In this era of the internet, online reviews getting much popularity. People are 

very much interested in to share their experience of using various product or visiting any place. 

They post their review or their opinion on several online websites. Those reviews are very much 

helpful for various organizations or consumers who are interested in buying the similar products 

or getting the services. Depends on those reviews they get an idea and can take a decision before 

making a selection. In recent years, customers reviews have been increased rapidly and these 

reviews significantly affects the buyer’s decision. In other words, when customers see reviews on 

social media, they determine whether to buy the product or reverse their purchasing decisions. 

Therefore, consumer reviews offer an invaluable service for individuals [2].  

Reviews can be both positive or negative. Positive reviews always bring a huge financial 

gain whereas negative reviews badly affect the marketplace or any organization. Both these 

positive or negative reviews badly affect the customers decision because when they want to take a 

decision for buying a particular product or getting service from any organizations, they always 

check the customers feedback regarding those products or services and depending on those 

feedbacks, they decide whether they should go for this one or not. Therefore, customer’s reviews 

or their feedbacks are becoming a very useful source of information for taking any decision for the 

customers. For example, before visiting a place, people always search for the hotel or cottage near 

the place. They visit different hotel and cottage’s websites and check the customers reviews or 

opinions regarding the hotel management or services. Depending on the positive or negative 

reviews they have got, they take decision for booking a room to a particular hotel. Thus, historical 

reviews became very credible sources of information to most people in several online services [3].  

Since, people are allowed to express or share their positive or negative opinion in different 

social sites, the sites containing the consumer reviews contribute a lot to the marketplaces. People 

can openly post their feedback or critiques of any company at any time without any kinds of 

obligations or limitations. This lack of restriction leads many such company to engage themselves 
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with various types of unfair means. Sometimes, a lot of company use different social sites to 

unfairly promote their goods or services and sometimes they unfairly critique their competitor 

which misleads the consumers. In order to promote the company and make a higher profit, the 

owner sometimes hire some people to post negative feedback about their rival’s products. Since, 

reviews are considered forms of sharing authentic feedback about positive or negative services, 

any attempt to manipulate those reviews by writing misleading or inauthentic content is considered 

as deceptive action and such reviews are labelled as fake [3]. Accordingly, a person who posts 

fake reviews is called a spammer [4]. Such types of fake reviews lead us to think about the 

credibility of the available feedbacks or reviews on different social sites. We, the consumer 

becomes confused to distinguish the fake and non-fake reviews and we doubt that may be all the 

posted feedbacks are fake or may be these all are authentic. In such situation, we badly need to 

determine the authenticity of the consumer’s opinion or reviews and for that the ‘Detection of Fake 

Reviews’ become and still in the state of effective and most demanding research area.  

So far, many studies and investigations have been made for detecting the fake and genuine 

reviews and also the challenges of its. Initially fake review detection was introduced by Jinal et al. 

[5]. There are various ways to identify fake reviews. Machine learning and Deep learning 

techniques are two of them. The main task of fake review detection is to classify the fake and non-

fake reviews.  

In this study, we have tried to detect the fake and genuine reviews by applying some 

Machine Learning and Deep Learning Algorithms. Here, we tried to show some comparison 

between these two algorithms for computing the accuracy for our dataset. Machine Leaning and 

Deep Learning techniques provide a big contribution to the detection of the fake review which will 

help the researcher who are interested in the field of fake review detection, can choose the best 

Machine Learning and Deep Learning method. Also, this paper will help the reader to easily 

understand the field of fake review detection and the importance of this field.  

 

1.2 Background 

The era of social media and dramatic improvement on Internet changed the life style of 

people for making product purchase online. The product purchase is relied on reviews or comments 
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of customers who earlier done online purchase of products. The large volume of reviews and some 

other information regarding products available on the social media websites make challenging for 

the public for better decision or sometimes leads wrong decision on purchasing products. Also, 

large volume of products comments with sellers and manufactures can confuse customers for right 

decision of product purchasing. Thus, the problem arises from reviews or comments, star ratings 

posted on social media and websites [6]. Because of that, sometimes people getting confused about 

the authenticity of those comments or reviews and they cannot take decision based on those 

reviews.  

 Fake reviews decrease informativeness, information quality, and the effective use of online 

product reviews. Fake reviews also damage the credibility of reviews, and negatively affect review 

helpfulness. In addition, fake reviews seriously affect the development of online product reviews 

and stakeholder’s commitment to the reduction of information asymmetry between merchants and 

customers [7]. 

Fake review detection task is one of the challenging classification tasks in the field of 

knowledge discovery. Multiple angles of capturing deception in reviews data have been focused 

by researchers for a decade. Focus of our research work is to investigate the techniques and 

classification model to identify individual fake reviews by analyzing different perspective of 

review data. 

In case of customer, there are not enough information available to accept and believe the 

online reviews as genuine or fake. On the other hand, because of the business competition or 

business politics, the opponent sellers and manufacturers also post fake reviews for degrading the 

reputation of opponent product and brand. Considering these issues, we choose to research in this 

area. Our proposed work is carried with restaurants reviews and we try to detect the fake and 

genuine reviews by applying some machine leaning and deep learning algorithms.   

  

1.3 Problem Statement 

Fake reviews are inconsistent with real evaluations of products or services. Thus, fake 

reviews are false, bogus, and deceptive reviews which are posted by different types of people like 

consumers and online merchants. Fake reviews either belong to positive or negative polarity. The 
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reviews which contain praising statement about any of the product, these are included into the 

positive polarity and containing loathing statements about products are fall in negative polarity.  

All of the reviews have a significant effect on product perception. For building and 

maintaining good reputation, reviews play crucial role in the e-commerce platform. Besides that, 

these are effective for making a decision for purchasing any products for the end users. These fake 

reviews not only mislead customers for taking decision regarding purchasing product but also 

many businesses containing good quality products also suffer because of these fake reviews. 

Increasing need of detecting fake reviews makes the fake review detection a befitting topic for the 

researcher nowadays.   

A lot of researches have been going on in this field to find out a proper solution for 

detecting the fake reviews. In our case, we have tried to model our research by applying two 

techniques: one is Machine Learning Algorithm and another one is Deep Learning Algorithm on 

two different datasets. We can summarize our ultimate goal of this research work on the field of 

Fake Review Detection is as follows:   

i. Selecting two datasets relevant to this research topic 

ii. Pre-processing the targeted data before applying different techniques 

iii. Analyzing datasets using Machine Learning Algorithms 

iv. Analyzing datasets using Deep Learning Algorithms 

v. Presenting comparison between the results after applying these two techniques 

vi. Analyzing the results and give a conclusion from our findings of this research 

   

1.4 Motivation 

Apart from traditional markets and superstores, buyers are drawn to online marketplaces 

because they escape excessive traffic, long wait times, public gatherings, and the recent Covid-19 

lockdown. With the rapid technological development, customers are increasingly relying on 

product reviews for information before purchasing any product. Fake reviews, on the other hand, 

make online reviews less valuable by giving an inaccurate impression of product quality. As a 

result, fake review detection is badly needed for recent days. Unfortunately, automatic detection 

has only had little success in this difficult task so far.  
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 In the United States, more than 80% of consumers indicate they use online reviews before 

purchasing a product (Smith and Anderson, 2016). Although the oldest members of Generation Z 

are only now reaching adulthood, their purchasing power is considerable. To be relevant, 

marketers must understand this generation's particular needs and spending habits [by Coral 

Ouellette on January 7, 2022].  This generation, born after 1998, is expected to have $44 billion in 

purchasing power. Currently, 93% of parents claim their Gen Z child has an impact on household 

expenses. In just a few years, this generation will dominant for 40% of all consumer purchases [by 

Coral Ouellette on January 7, 2022]. 95% of this group have a smartphone, which they use for 

roughly 10 hours per day or more. As a result, they are 2X as likely than millennials to shop on 

mobile devices. However, using social platforms, 85% of them use social media to learn about 

new products [by Coral Ouellette on January 7, 2022]. 

Keep these online shopping statistics in mind, we can understand the future of the online 

shopping. As reviews are one of the most influential factors in consumers' purchasing decisions, 

fraudulent actors may be tempted to hire or use automated methods to generate fake reviews in 

order to boost the attractiveness of their products and services or to harm competitor’s reputations. 

We can predict that, in near future, we will experience a large number of people will go for the 

online shopping instead of the traditional shops which increase a huge number of reviews in 

different online platform. As people are more likely to dependent on those reviews for getting the 

idea about the quality of products and making their purchasing decision based on those reviews, 

there is a chance to increase the number of fake reviews as well. Therefore, the fake review 

detection still in the state of effective and most demanding research area and getting an online 

platform for detecting fake reviews is a very necessary tool for recent days and for the future as 

well.  

Taking the necessity of distinguishing the fake and genuine review into consideration, we 

choose to work on this field. For this research, we have used two datasets: one is from hotel reviews 

and another one is restaurant reviews. We used both the machine learning and deep learning 

algorithms on these two datasets. The motivation behind using these two algorithms on our 

targeted data is that, we can find out the most accurate algorithms for detecting the fake reviews 

and we can get a comparison after applying these two techniques. This research findings will help 

us building an automated fake review detection platform in future. 



6 

 

1.5 Thesis Organizations 

Our whole thesis work consists of total ten chapters. In our first chapter we have included 

introduction, background, problem statement, motivation and thesis organization of our paper. In 

the second chapter we have presented the literature review where we have briefly discussed similar 

works have been before regarding our work. In the third chapter we have given the basic idea about 

fake review detection. In our fourth and fifth chapters we have discussed the implemented machine 

learning and deep learning algorithms. In the sixth chapter we have shown our datasets in terms of 

balanced and imbalanced form. Then in our seventh chapter we have presented our research 

methodology. The eighth chapter represents our research findings and analysis based on machine 

learning and deep learning algorithms. Then we have given the comparison between machine 

learning and deep learning in chapter nine. Finally, in chapter ten we have given the concluding 

words regarding our whole thesis work. 
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CHAPTER TWO 

Literature Review 

ake review identification has received a lot of attention in recent years from both corporations 

and researchers. Fake reviews must be detected in order for reviews to reflect actual user 

experiences and opinions [8]. There are several research work and different detection approaches 

have already been published. Some of the worked are reflected below: 

Ning Wang et al. [9] have proposed a suspicion degree determining method based on the 

three-dimensional time series, Since the existing methods do not fully consider the time burst 

characteristics of reviews. Besides, combining the suspicion degree feature, review text features, 

and reviewer's behavior features together, this paper has proposed a more comprehensive fake 

review identification framework. The experimental results have showed that the proposed method 

outperforms the most advanced methods. 

Joni Salminen et al. [10] have addressed the creation and detection of fake reviews. Firstly, 

they have experimented with two language models and they are ULMFiT and GPT-2, to generate 

fake product reviews based on an Amazon e-commerce dataset. Using the better model, GPT-2, 

the have created a dataset for a classification task of fake review detection. They have showed that 

a machine classifier can accomplish this goal near-perfectly, whereas human raters exhibit 

significantly lower accuracy and agreement than the tested algorithms. Their model was also 

effective on detected human generated fake reviews. Their results imply that, while fake review 

detection is challenging for humans, “machines can fight machines” in the task of detecting fake 

reviews. 

Nizar Alsharif [11] has considered the issue of fake opinion identification in e-commerce 

businesses based on deep learning recurrent neural network long short-term memory (RNN-

LSTM). He has performed experiment using a standard Yelp product review dataset. He also has 

used a linguistic inquiry and word count dictionary to extract additional linguistic features from 

the review texts, which has helped to distinguish between real and fake reviews. Instances of these 

features include: the authenticity of the review’s text, the analytical thinking of the reviewer, 

negative words, positive words, and personal pronouns. The proposed RNN-LSTM model has 

F 

https://www.sciencedirect.com/science/article/abs/pii/S0957417421015219#!
https://link.springer.com/article/10.1007/s00500-022-06806-5#auth-Nizar-Alsharif
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reported a better performance for the classification of the reviews into either fake or real categories, 

achieving results of 98% in terms of accuracy and F1-score. 

Hanif Khan et al. [12] have proposed a supervised learning-based technique for the 

detection of fake reviews from the online textual content. The study employs machine learning 

classifiers for bifurcating fake and genuine reviews. Experimental results are evaluated against 

different evaluation measures and the performance of the proposed system is compared with 

baseline works. 

Rodrigo Barbado et al. [13] have proposes a feature framework for detecting fake reviews 

that has been evaluated in the consumer electronics domain. The contributions are fourfold: (i) 

Construction of a dataset for classifying fake reviews in the consumer electronics domain in four 

different cities based on scraping techniques; (ii) definition of a feature framework for fake review 

detection; (iii) development of a fake review classification method based on the proposed 

framework and (iv) evaluation and analysis of the results for each of the cities under study. They 

have reached an 82% F-Score on the classification task and the Ada Boost classifier has been 

proven to be the best one by statistical means according to the Friedman test. 

Arjun Mukherjee, Vivek Venkataraman and Bing Liu et al. [14], for real review data, they 

have used filtered (fake) and unfiltered (non-fake) reviews from Yelp.com (which are closest to 

ground truth labels) to perform a comprehensive set of classification experiments also employing 

only n-gram features. They have found that fake review detection on Yelp’s real-life data only 

gives 67.8% accuracy, but this accuracy still indicates that n-gram features are indeed useful. After 

that, they have proposed a novel and principled method to discover the precise difference between 

the two types of review data using the information theoretic measure KL-divergence and its 

asymmetric property. This reveals some very interesting psycholinguistic phenomena about forced 

and natural fake reviewers. To improve classification on the real Yelp review data, they have 

proposed an additional set of behavioral features about reviewers and their reviews for learning, 

which dramatically have improved the classification result on real-life opinion spam data. 

Petr Hajek et al. [15], have propose two neural network models that integrate traditional 

bag-of-words as well as the word context and consumer emotions. Specifically, their models learn 

document-level representation by using three sets of features: (1) n-grams, (2) word embeddings 

and (3) various lexicon-based emotion indicators. Such a high-dimensional feature representation 
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is used to classify fake reviews into four domains. To demonstrate the effectiveness of the 

presented detection systems, they have compared their classification performance with several 

state-of-the-art methods for fake review detection. 

Jindal and Liu [16] presented the first study aimed at detecting fake product reviews based 

on the similarity of review and product features. More precisely, spammers’ tendency to duplicate 

their product reviews was used. 

To detect spammers who can adapt their behavior, Wang et al. [17] proposed a 

heterogeneous review graph that captures the relationships among reviews, reviewers and 

reviewed shops. Thus, the trustiness of reviewers, honesty of reviews and reliability of shops could 

be calculated without considering the review content. Inspired by this approach, Liu et al.  

proposed a probabilistic graph classifier in which the multimodal embedded representation of 

nodes is obtained using a bidirectional NN with an attention mechanism. 

Table 2.1 Summary of previous studies on fake review detection 

Study Content-based features Classifier Dataset Performance 

[18] Positive/negative words, brand name, 

similarity of review and product features, 

numeric and capital words 

LR Amazon AUC = 0.78 

[19] Unigrams and bigrams, review length, first-

person pronouns, similarity with other 

reviews, ratio of question sentences, ratio of 

the capital letters, subjective/ objective words, 

positive/negative words 

NB, Co-

training  

Epinions F-score = 

0.6 

[20] User rating, app rating DT, 

LCGM 

App Store  

[21] Unigrams and bigrams SVM Hotels Acc = 0.86 

[22] Frequency of characters, words and 

punctuation marks 

SVM Hotels F-score = 

0.84 

[23] Unigrams and bigrams SVM Yelp Acc = 0.86 
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[24] Unigrams, positive/negative words, spatial 

words, first-person pronouns 

SAGE Hotels and 

doctors 

Acc = 0.65 

[25] Unigrams and bigrams SVM Restaurants Acc = 0.85 

[26] Review length, content similarity among 

user’s (product’s) reviews 

SSL Yelp AUC = 0.79 

[27] Product word embeddings, bigrams and 

trigrams 

Bagging Hotels, 

restaurants 

and doctors 

F-score = 

0.77 

[28] Sentence weights, POS, first-person pronouns CNN, 

SWNN 

Hotels, 

restaurants 

and doctors 

Acc = 0.84 

[29] CBOW word embeddings CNN, 

GRNN 

Hotels, 

restaurants 

and doctors 

Acc = 0.84 

[30] Unigrams k-NN, 

NB, DT, 

SVM 

Movies Acc = 0.82 

[31] Bigrams, LIWC, POS k-NN, RF Hotels Acc = 0.77 

[32] CBOW word embeddings SSL Yelp AUC = 0.83 

[33] Unigrams, bigrams, trigrams and four-grams SVM Hotels Acc = 0.90 

[34] First and last sentence, middle context LSTM 

ensemble 

Hotels, 

restaurants 

and doctors 

Acc = 0.83 

[35] Positive/negative words, bigrams, LDA AdaBoost Yelp F-score = 

0.81 

[36] Skip-Gram word embeddings, review length, 

capitalized words, numerals, POS, 

positive/negative words 

BERT Hotels, 

Yelp 

Acc = 0.89 

[37] Positive/negative words, review length, first-

person pronouns, multimodal embeddings 

LR Dianping F-score = 

0.81 
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[38] Skip-Gram word embeddings, unigrams, 

bigrams and trigrams 

DFFNN Hotels Acc = 0.89 

 

Acc accuracy, AUC area under ROC curve, BERT bidirectional encoder representations from transformers, CNN 

convolutional neural network, DFFNN deep feed-forward neural network, DT decision tree, FNR false negative rate, 

FPR false positive rate, GRNN general regression neural network, k-NN k-nearest neighbor, LCGM latent class 

graphical model, LDA latent Dirichlet allocation, LIWC linguistic inquiry and word count, LR logistic regression, 

LSTM long short-term memory, NB Naive Bayes, POS part-of-speech tagging, RF random forest, SAGE sparse 

additive generative model, SSL semi-supervised learning, SVM support vector machine, SWNN sentence weighted 

neural network 
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CHAPTER THREE 

Introduction to Fake Review Detection 

3.1 Fake Review Detection 

In this era of the internet, e-commerce platforms have drastically changed the way of 

sharing opinion. Sharing opinion is one of the ways to write reviews about products or services. 

Depending on the available reviews of different online sources, people take their valuable decision. 

They get an idea about the products before making a selection. Therefore, determining the fake 

and genuine reviews is essential as it is directly affecting both the organizations and future 

consumers.  

 

3.1.1 Understanding Review  

Basically, online reviews are comments, tweets, posts, opinions which are shared on 

different online platform like review sites, news sites, e-commerce sites or may be in different 

social sites. Reviews are considered as individual’s personal opinion or experience regarding a 

product or service [39]. In recent years, the number of customers reviews have increased 

significantly which creates an impact on the potential buyer. The way of customer’s feedback or 

experience related to a product or service increasingly influence to the marketplaces as well. There 

is a growing trend towards relying on customers’ opinions to reshape businesses by enhancing 

products, services, and marketing [40]. 

 

3.1.2 Understanding Fake Review 

 Different social media like Facebook, Tweeter or almost every e-commerce website allows 

consumer to openly share their experience or critiques of any company or product without any 

obligations or limitations. This lack of restrictions leads some certain companies to unfairly 

promote their goods or services and sometimes they unfairly critics their competitive companies. 

Sometimes, a lot of companies hired some person to intentionally write some positive reviews to 

promote their own products and asked the hired person to write some negative reviews about their 

rival’s products.  
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Reviews published by people who have not personally encountered the items being 

reviewed are considered fake reviews [40]. Accordingly, a person who posts fake reviews is called 

a spammer [40]. When the spammer works with other spammers to achieve a specific goal, the 

spammers are called a group of spammers [40]. Opinion spamming is an immoral activity of 

posting fake reviews. The goal of opinion spamming is to misguide the review readers [1]. 

 

3.1.3 Impact of Sentiment Analysis in Fake Review Detection 

 Sentiment Analysis (SA) is a powerful technology to detect fake reviews and customer’s 

feelings. Sentiment Analysis (SA) is based on Natural Language Processing (NLP) Technique 

which is used to extract user’s feelings and opinions about any manufactured goods or service 

provided [41]. The other name of Sentiment Analysis is Opinion Mining (OM). This is very useful 

in the decision-making process. One of the main reasons of using Sentiment Analysis (SA) is to 

extract emotions from opinion, to detect the fake positive and fake negative reviews from opinion 

of various consumer. Sentiment Analysis is a sort of categorization in which data is divided into 

many categories. These categories can be binary in nature like positive or negative or they can 

have many classes like- happy, sad, angry, etc [42].  

 

3.1.4 Importance of Fake Review Detection  

 Because of the rapid growth of the e-commerce business, user’s reviews become very 

important set of data for any organizations. In today’s era, for gaining profit for a business 

organization, user reviews play a very significant role. Because nowadays, a large group of people 

are highly dependent on checking reviews of another user’s before going to make this happen. 

That is why these reviews become the source of information for another new users. These reviews 

directly affect company’s reputations and profitability. Fake reviews decrease informativeness, 

information quality, and the effective use of online product reviews [6]. These also damage the 

credibility of reviews. For gaining financial profit, a lot of online sellers tend to publish positive 

reviews for their own company and at the same time they post negative reviews about their 

competitor’s company. These types of wrong information badly affect for gaining profit and 

customers also misguided. Therefore, detecting the fake review and distinguishing the fake and 

genuine review become very important issue for both the online sellers and customers.  
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3.2 Antecedent and Consequent of Fake Reviews  

If we want to know why the spammer post fake reviews, opportunity seeking could be the 

great example in that case. The term ‘false information’ refers the information about products 

which includes fake reviews in e-commerce, hoaxes on collaborative platforms and fake news on 

social media (Pantano, 2020) [6]. The growing trend in the numbers of published articles related 

to fake review indicates the issue’s fast emergence in research. However, most of this research 

focuses on detection while antecedents and consequences remain largely unexplored [6]. 

 

3.2.1 Antecedent of Fake Review  

 Studies confirm that online product reviews affect consumers’ purchase decisions (Heydari 

et al., 2015), product reputations (Petrescu et al., 2018), sales volumes, and merchants’ profits 

(Dellarocas, 2006) [6]. Fake reviews are mainly posted by some small owners, small management 

companies, weak brands, low ratings, and inferior quality. But sometimes. strong brands, high 

ratings, superior quality, and competitive advantages might also post fake reviews under fierce 

competition [6]. Finally, individual consumers may post fake reviews to seek rewards (Thakur et 

al., 2018); this behavior is broadly rooted in psychological needs that stem from three sources: 

upset customers, self-appointed brand managers, and social status [6]. No study has yet explored 

in detail, why and how do individuals, review platforms, and AI agents post fake reviews. In 

particular, the underlying psychological mechanisms that cause individuals without external 

financial incentives to post fake reviews should be scrutinized [6]. In addition, the motives and the 

rationales of platforms that post false reviews and the role of AI agents in posting fake reviews 

remain unclear and call for analysis and studies [6]. 

 

3.2.2 Consequent of Fake Review  

 The effects of fake reviews have raised serious concern and various theoretical models are 

employed to highlight the consequences of fake reviews [6]. The existence of fake reviews 

constantly increases the number of online product reviews (Petrescu et al., 2018). Most fake 

reviews are either positive or negative, whereas few fake reviews are neutral (Luca & Zervas, 

2016) [6]. As a distorted form of online product reviews, fake reviews aggravate the dispersion of 

review ratings. Fake reviews manipulate consumers’ purchase intentions and should directly affect 
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product sales/revenues [6]. However, the influence degrees of fake reviews on the development of 

online reviews should be quantified and further studies should be undertaken [6]. 

  

3.3 Source of Fake Reviews  

There are multiple categories of inauthentic or fake reviews. Here are some common sources 

from where most of the fake reviews come from [43]:  

• Global Vendors: There are some service provider or vendors available who sell both the 

positive and negative reviews to businesses around the world. Basically, these reviews can 

be found while trying to find or buy reviews from different online websites. 

• Business Owners and Marketers: Business owners generate some positive or negative 

reviews directly or indirectly. Most of the times, they write positive review by themselves 

for their own benefits and write the negative reviews of their competitors to harm their 

businesses.  

• Employees: Generally, current employees write positive reviews for their employers so 

that they can earn extra benefit whereas the former employees post negative reviews of 

their former employers in retaliation for being fired or laid off.  

• Friends and Family: They write positive reviews on behalf of a company or brand they 

are closely associate with and sometimes they write negative reviews about the competitor 

of their closed company.  

• Customers: In order to get refund or other compensations, sometimes customers post 

negative reviews. They actually lie or exaggerate a bad experience to get discount or some 

other benefits. 

 

3.4 Methods of Fake Review Detection  

The fake reviews detection problem has been tackled since 2007 [44]. Fake reviews 

detection has become critical issue for customers to make better decision on products trustworthy 

as well as the vendors to make their purchase [45]. The following methods are used for detecting 

fake reviews:  
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3.4.1 Feature Engineering Extraction  

 Feature extraction is one of the major challenges when it comes to detect fake reviews. 

This basically split into different nodes such as:  we have reviewer who posted the review, then 

we have the actual review and product matching feature and we also can capture some network 

related information. 

    

3.4.1.1 Review Centric Feature  

 This approach identifies review as fake review based on the content of reviews written by 

reviewers. In this method, various features like review content similarity, use of capitals, all capital 

words, use of numerals, brand name, similarity between products and reviews, repeated use of 

good and bad words in review [39], percentages of pronouns / nouns / adjectives / verbs, lexical 

validity, lexical diversity, content diversity, active / passive voice, pictures / links etc [46].  

 

3.4.1.2 Reviewer Centric Feature 

 This method depends on the behavior of reviewers [39]. This approach considers 

information about users and all reviews that are written by them [47]. Features used in this method 

are account age, profile picture, number of written reviews by one reviewer, maximum rating per 

day [39], number of shared/helpful reviews, percentage of positive and negative reviews, ratio of 

varied purchase, rating deviation, review length etc. [46]. 

 

3.4.1.3 Product Centric Feature  

 This method mainly focuses on the product related information. In this method, sales rank 

of product, price of product etc are considered as features [39]. 

 

3.4.1.4 Network Centric Feature  

 This approach includes capturing the IP addresses, GPS information. We can see the 

timestamp and the pattern of it, if is the hour of the day or week and month. Then we can also see 

the traffic patterns of sender IP neighborhood density. Whenever this is a spam network, they are 
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usually close to the network and all these reviews during a specific interval of time come from the 

same IP neighborhood. Also, we can see, from which device the reviews are being posted [46]. 

 

3.4.2 Sentiment Analysis Approaches  

Sentiment analysis has been practiced on a variety of topics. For instance, sentiment 

analysis studies for movie reviews, product reviews, and news and blogs [48]. There are some 

sentiment analysis approaches available for the detection of fake reviews, some of them are 

discussed in this section.  

 

Figure 3.1: Sentiment Analysis Approaches 

[Source: https://www.researchgate.net/figure/Techniques-Of-Sentiment-Analysis-31-Machine-

Learning-based-TechniqueMachine-Learning_fig1_326200798]  

 

3.4.2.1 Lexicon Based Approaches  

 The lexicon-based approach uses sentiment dictionary with opinion words and match them 

with the data for determining polarity. There are three techniques to construct a sentiment lexicon: 

manual construction, corpus-based methods and dictionary-based methods [49]. The manual 

construction is a difficult and time-consuming task. Corpus-based methods can produce opinion 

words with relatively high accuracy. Finally, in the dictionary-based techniques, the idea is to first 

https://www.researchgate.net/figure/Techniques-Of-Sentiment-Analysis-31-Machine-Learning-based-TechniqueMachine-Learning_fig1_326200798
https://www.researchgate.net/figure/Techniques-Of-Sentiment-Analysis-31-Machine-Learning-based-TechniqueMachine-Learning_fig1_326200798
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collect a small set of opinion words manually with known orientations, and then to grow this set 

by searching in the WordNet dictionary for their synonyms and antonyms [49].   

This technique is governed by the use of a dictionary consisting pre-tagged lexicons. The 

input text is converted to tokens by the Tokenizer [48].  Every new token encountered is then 

matched for the lexicon in the dictionary. If there is a positive match, the score is added to the total 

pool of score for the input text. For instance, if “dramatic” is a positive match in the dictionary 

then the total score of the text is incremented. Otherwise, the score is decremented or the word is 

tagged as negative. Though this technique appears to be amateur in nature, its variants have proved 

to be worthy. Lexical analysis has a limitation: its performance (in terms of time complexity and 

accuracy) degrades drastically with the exponential growth of the size of dictionary (number of 

words) [48].  Figure 3.2 shows the working of a lexical technique. 

  

Figure 3.2: Working of a Lexical Technique  

[Source: https://www.researchgate.net/figure/Working-of-a-lexical-technique_fig2_285648161 ]   

 

3.4.2.2 Machine Learning Based Approaches  

 Machine learning is one of the most prominent techniques gaining interest of researchers 

due to its adaptability and accuracy. In sentiment analysis, mostly the supervised learning variants 

of this technique are employed. It comprises of three stages: Data collection, Pre-processing, 

https://www.researchgate.net/figure/Working-of-a-lexical-technique_fig2_285648161
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Training data, Classification and plotting results [48].  In the training data, a collection of tagged 

corpora is provided. The Classifier is presented a series of feature vectors from the previous data. 

A model is created based on the training data set which is employed over the new/unseen text for 

classification purpose. In machine learning technique, the key to accuracy of a classifier is the 

selection of appropriate features [48].  Generally, unigrams (single word phrases), bi-grams (two 

consecutive phrases), tri-grams (three consecutive phrases) are selected as feature vectors. There 

are a variety of proposed features namely number of positive words, number of negative words, 

length of the document, Support Vector Machines (SVM), Naïve Bayes (NB), Neural Network 

and K-Nearest Neighbour (K-NN) algorithm. Accuracy is reported to vary from 63% to 80% 

depending upon the combination of various features selected [48]. The following figure (Figure: 

3.3) shows the steps involved in the machine learning approaches:  

 

Figure 3.3: Steps Involved in Machine Learning Approaches  

[Source: https://www.researchgate.net/figure/Steps-involved-in-the-machine-learning-

approach_fig1_285648161 ]  

 The machine learning technique faces challenges in: designing a classifier, availability of 

training data, correct interpretation of an unforeseen phrase. It overcomes the limitation of lexical 

https://www.researchgate.net/figure/Steps-involved-in-the-machine-learning-approach_fig1_285648161
https://www.researchgate.net/figure/Steps-involved-in-the-machine-learning-approach_fig1_285648161
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approach of performance degradation and it works well even when the dictionary size grows 

exponentially [48].  

 

3.4.2.3 Hybrid Approaches  

 In the hybrid approach, the combination of both the machine learning and the lexicon-

based approaches has the potential to improve the sentiment classification performance [49]. This 

approach could collectively exhibit the accuracy of a machine learning approach and the speed of 

lexical approach [48].  There are some advantages and limitations in using these different 

approaches depending on the purpose of the analysis. The main advantages of hybrid approaches 

are the lexicon/learning symbiosis, the detection and measurement of sentiment at the concept 

level and the lesser sensitivity to changes in topic domain. While the main limitation is that reviews 

are with a lot of noise (irrelevant words for the subject of the review) are often assigned a neutral 

score because the method fails to detect any sentiment [49]. 

 

3.4.2.4 Deep Learning Based Approaches  

 Deep Learning is a machine learning method based on neural network architectures with 

multiple layers of processing units, which has been successfully applied to a broad set of problems 

in the areas of image recognition and natural language processing [50]. In deep learning, a 

computer model learns to perform classification tasks directly from images, text, or sound. Deep 

learning models can achieve state-of-the-art accuracy, sometimes exceeding human-level 

performance. Models are trained by using a large set of labelled data and neural network 

architectures that contain many layers. Most deep learning methods use neural 

network architectures, which is why deep learning models are often referred to as deep neural 

networks [51].  

 With advances in deep learning over the last decade, numerous deep learning models such 

as autoencoders, decoders, Unidirectional and Bidirectional Long Short-Term Memory models, 

Recurrent neural networks, and convolutional neural networks have been used to handle large 

amounts of data [52]. These models efficiently aim to discover features or important information 
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in the input dataset intrinsically, and they learn representations and correlations of complexities in 

the data using heuristic learning to solve diverse NLP problems.  

  

3.5 Challenges in Fake Review Detection  

A lot of issues arise, when it comes to detect fake reviews. Sometimes it is difficult to 

distinguish the fake and authentic reviews because there are some aspects available which 

influence the fake review detection process. In order to get the accurate information regarding the 

reviews, we need to carefully manage the detection process. A few of these are discussed in given 

below:  

Sarcasm in Review Text: Sometimes people express sarcasm in review text which may be 

genuine or fake information related to products. Classification of these reviews into fake and 

genuine reviews is a difficult task.  

• Implicit Sentiments and Contextual Information in Re- view Text: Identifying implicit 

sentiments and contextual information in reviews creates a problem in classifying fake 

reviews as this combines both behavioral analysis and text analysis.  

• Seller Reviewer Collusion: It is found that sometimes sellers fix prizes with the websites 

promoting their product to enhance the value of the product through fake reviews and 

sharing the profit with the websites. These reviews are written by experienced people and 

it is very difficult to detect these reviews.  

• Domain Dependence of Classifiers: The classifiers trained to detect fake reviews in one 

domain may not give the same results when used in others domain. Cross domain deception 

opinion detection is one of the active areas which need to be explored.  

• Getting Labelled Training Dataset: Although there has been a lot of research related to 

getting labelled dataset for fake review detection, it is still found that getting the right kind 

of data set is still a major problem and effective methods need to be still explored. 
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CHAPTER FOUR 

Introduction to Machine Learning Algorithms 

 machine learning algorithm is a computational process that uses input data to achieve a 

desired task without being literally programmed (i.e., “hard coded”) to produce a particular 

outcome. These algorithms are "soft programmed" in the sense that they automatically adjust or 

adapt their design as a result of repetition (i.e., experience) to get better and better at doing the 

target objective. Training is the adaptation process, which involves providing samples of input 

data together with intended consequences. The algorithm then optimizes itself so that it can not 

only provide the desired result when given the training inputs, but can also generalize to create the 

desired result when given new, previously unknown data. The "learning" aspect of machine 

learning is this training. The training does not have to be limited to a single adaption over a set 

period of time. A good algorithm, like people, can practice "lifelong" learning as it processes fresh 

data. 

A computer algorithm can evolve in a variety of ways in response to training. The input 

data can be chosen and weighted to produce the best results. Iterative optimization can be used to 

alter the algorithm's variable numerical parameters. It can arrange a network of possible 

computational pathways for the best outcomes. It can take the supplied data to generate probability 

distributions and use them to forecast outcomes. 

Machine learning's objective is to mimic how humans (and other sentient organisms) learn 

to process sensory (input) data in order to achieve a goal. This objective could be a pattern 

recognition challenge in which the learner must discriminate between apples and oranges. 

Although each apple and orange are distinct, we can typically distinguish one from the other. 

Rather than hard-coding a computer with a plethora of accurate representations of apples and 

oranges, it can be programmed to learn to identify them through repeated exposure to real apples 

and oranges. Each training example of input data (color, shape, odor, etc.) is coupled with its 

known categorization label in this supervised learning example (apple or orange). When the items 

to be categorized contain many changeable attributes within their own classes but yet have 

fundamental qualities that define them, it allows the learner to cope with similarities and 

A 



23 

 

differences. Most significantly, a competent learner should be able to recognize an unfamiliar 

apple or orange. 

The so-called unsupervised algorithm is a second type of machine learning. It's possible 

that the goal is to toss a dart at a bull's-eye. In the mechanism that regulates the course of the dart, 

the device (or human) has a variety of degrees of freedom. The student practices throwing the dart 

rather than attempting to program the kinematics in advance. The kinematic degrees of freedom 

are changed for each trial such that the dart gets closer and closer to the target. This is unsupervised 

since the training does not link a specific kinematic input configuration to a certain output. From 

the training data, the algorithm finds its own path. The trained dart thrower should be able to alter 

the target. 

Semi-supervised learning is a third type of machine learning in which some data is labeled 

while others are not. In this case, the labeled part can be used to help the unlabeled part learn faster. 

This scenario is more akin to how humans gain their skills than most natural systems [53]. 

We have used only supervised machine learning algorithms regarding fake review 

detection. The supervised machine learning algorithms that we have used for fake review detection 

are as follows:  

1. Multinomial Naive Bayes  

2. Bernoulli Naive Bayes 

3. Random Forrest 

4. K-Nearest Neighbors 

5. Logistic Regression 

6. Decision Tree 

7. Support Vector Machine 

 

4.1 Multinomial Naive Bayes 

There are many of software or programs for analyzing numerical data, but only a few for 

analyzing texts. Multinomial Naive Bayes is one of the most widely used supervised learning 

classifications for categorical text data analysis. 
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The Multinomial Naive Bayes algorithm is a Bayesian learning approach popular in 

Natural Language Processing (NLP) (NLP). Using the Bayes theorem, the program estimates the 

tag of a text, such as an email or a newspaper piece. It calculates each tag's likelihood for a given 

sample and outputs the tag with the greatest chance. 

Bayes theorem, formulated by Thomas Bayes, calculates the probability of an event 

occurring based on the prior knowledge of conditions related to an event. It is based on the 

following formula: 

P(A|B) = P(A) * P(B|A)/P(B) .............................................................................................. (4.1) 

Where we are calculating the probability of class A when predictor B is already provided. 

P(B) = prior probability of B 

P(A) = prior probability of class A 

P(B|A) = occurrence of predictor B given class A probability 

This formula helps in calculating the probability of the tags in the text [54]. 

 

4.2 Bernoulli Naive Bayes 

Bernoulli The Naive Bayes family includes Naive Bayes. It only accepts binary data. The 

most basic example is determining whether or not a word appears in a document for each value. 

That is a rudimentary model. Bernoulli may get better results in circumstances where counting the 

frequency of words is less critical. To put it another way, we must count every value binary term 

occurrence feature, such as whether a word appears in a document or not. Rather than finding the 

frequency of a word in the document, these attributes are utilised. P(X=1)=p or P(X=0)=1-p are 

the mutually exclusive outcomes of the Bernoulli distribution in layman's words. We can have 

numerous features in the BernoulliNB theorem, but each one is supposed to be unique. 

P(xi | y) = P(i | y) xi + (1 - P(i | y))(1 - xi) ................................................................................ (4.2) 
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According to the decision rule formula, x needs to be binary. Think about the formula in the 

case where xi=1 and the case where xi=0. So, i is the event where xi=1 or the event where xi=0[55]. 

4.3 Random Forrest 

A forest is a grouping of trees, while a random forest is a grouping of categorization trees. 

The creation of a tree in which the members of the class variable dwell on the leaf nodes and the 

entities of other dependent variables reside on the intermediate nodes is known as a classification 

tree. Class variables, also known as decision variables or predictor variables, can include yes/no 

decisions to forecast disease or loan acceptance, spam/no spam in emails, good/bad/moderate for 

product attributes, 0-9 for handwritten digits in pattern recognition, and so on. Random forests 

produce numerous classification trees, and to add a new classification tree to the forest, add it to 

each of the individual classification trees. 

 

Figure 4.1: Random Forest Classifier 

[Source: https://medium.com/analytics-vidhya/random-forest-classifier-and-its-hyperparameters-

8467bec755f6 Retrieved: 24th May’2022, 12:36AM] 

The Random Forest's Construction: 

1. If the training set contains N cases, pick all of them at random as a distinct collection of 

data from the original data set. 

2. Choose Tt attributes at random from the training data set for T number of attributes so that 

the optimal selection of t variables is chosen to split each node. The value of t should remain 

constant as the tree grows. 

https://medium.com/analytics-vidhya/random-forest-classifier-and-its-hyperparameters-8467bec755f6
https://medium.com/analytics-vidhya/random-forest-classifier-and-its-hyperparameters-8467bec755f6
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3. Without pruning, each tree will develop to its maximum potential. 

The random forest's error rate is determined by the following two factors: 

I. The error rate will rise only if and only if the correlation between any two trees in the forest 

rises. 

II. The error rate determines the tree's strength; the lower the error rate, the stronger the tree, 

and the forest as a whole. 

Random Forest Properties:  

• It is often regarded as the most accurate algorithm. 

• It is extremely efficient on large data sets, even when there are hundreds of thousands of 

input variables, and there is no need for data pruning. 

• It is particularly efficient when it comes to feature subset selection and missing data 

imputation. 

• During the forest development phase, the random forest algorithm generates an internal 

unbiased estimate of the generalization error. 

• The created forest will be suitable for future data addition [56]. 

 

4.4 K-Nearest Neighbors 

K-Nearest Neighbor is one of the simplest Machine Learning algorithms based on 

Supervised Learning technique. When there is little or no prior knowledge about the distribution 

of the data, K-nearest-neighbor (kNN) classification is one of the most fundamental and 

straightforward classification methods. It should be one of the first choices for a classification 

study. The requirement to perform discriminant analysis when trustworthy parametric estimates of 

probability densities are unknown or impossible to calculate led to the development of K-nearest-

neighbor classification [57]. 

KNN works by calculating the distances between a query and all of the instances in the 

data, picking the K closest examples to the query, and then voting for the most frequent label (in 

the case of classification) or averaging the labels (in the case of regression) [58]. 



27 

 

Suppose there are two categories, i.e., Category A and Category B, and we have a new data 

point x1, so this data point will lie in which of these categories. To solve this type of problem, we 

need a K-NN algorithm. With the help of K-NN, we can easily identify the category or class of a 

particular dataset. Consider the below diagram: 

 

Figure 4.2: k-Nearest Neighbor algorithm  

[Source: https://www.javatpoint.com/k-nearest-neighbor-algorithm-for-machine-learning] 

The K-NN working can be explained on the basis of the below algorithm: 

Step-1: Select the number K of the neighbors 

Step-2: Calculate the Euclidean distance of K number of neighbors 

Step-3: Take the K nearest neighbors as per the calculated Euclidean distance. 

Step-4: Among these k neighbors, count the number of the data points in each category. 

Step-5: Assign the new data points to that category for which the number of the neighbor is 

maximum. 

Step-6: Our model is ready [59] 

 

4.5 Logistic Regression 

The classification technique logistic regression is used to assign observations to a discrete 

set of classes. Email spam or not spam, online transactions fraud or not fraud, and tumor malignant 

https://www.javatpoint.com/k-nearest-neighbor-algorithm-for-machine-learning
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or benign are some examples of classification issues. The logistic sigmoid function translates the 

output of logistic regression into a probability value. It is based on the concept of probability and 

is a predictive analytic method. 

A Logistic Regression model is similar to a Linear Regression model, except that it uses a 

more sophisticated cost function, which is known as the 'Sigmoid function' or the 'logistic function' 

instead of a linear function. 

The hypothesis of logistic regression tends it to limit the cost function between 0 and 1. 

Therefore linear functions fail to represent it as it can have a value greater than 1 or less than 0 

which is not possible as per the hypothesis of logistic regression. 

.............................................................................................................. (4.3) 

When using linear regression, we used a formula of the hypothesis i.e. 

hΘ(x) = β₀ + β₁X .............................................................................................................. (4.4) 

For logistic regression we are going to modify it a little bit i.e. 

σ(Z) = σ (β₀ + β₁X) ........................................................................................................... (4.5) 

We have expected that our hypothesis will give values between 0 and 1. 

Z = β₀ + β₁X ...................................................................................................................... (4.6) 

hΘ(x) = sigmoid(Z) ........................................................................................................... (4.7) 

i.e. hΘ(x) = 1/(1 + e^-(β₀ + β₁X)) ....................................................................................... (4.8) 

This is the basic concept of Logistic Regression [60]. 

 

Figure 4.3: Logistic regression  

[Source: https://www.saedsayad.com/logistic_regression.htm] 

https://www.saedsayad.com/logistic_regression.htm
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4.6 Decision Tree 

The most powerful and widely used tool for categorization and prediction is the decision 

tree. Each internal node symbolizes a test on an attribute, each branch represents a test outcome, 

and each leaf node (terminal node) stores a class label. 

By separating the source set into subgroups based on attribute value tests, a tree can be 

"trained." Recursive partitioning is the process of repeating this method on each derived subset. 

When all of the subsets at a node have the same value of the target variable, or when splitting no 

longer adds value to the predictions, the recursion is complete. No domain expertise or 

programming skills are required to build a decision tree classifier. 

Instances are classified using decision trees by sorting them down the tree from the root to 

a leaf node, which provides the classification. As indicated in the above diagram, an instance is 

classified by starting at the root node of the tree, checking the attribute specified by this node, and 

then progressing along the tree branch according to the attribute value. This procedure is then 

repeated for the new node's subtree [61] 

 

4.7 Support Vector Machine 

Support-vector machines (SVM, also known as support-vector networks) are supervised 

learning models that examine data for classification and regression analysis in machine learning. 

An SVM training algorithm produces a model that assigns new examples to one of two 

categories, making it a non-probabilistic binary linear classifier, given a series of training 

examples, each marked as belonging to one of two categories (although methods such as Platt 

scaling exist to use SVM in a probabilistic classification setting). SVMs can perform non-linear 

classification as well as linear classification by applying the kernel trick, which involves implicitly 

translating their inputs into high-dimensional feature spaces [62]. 

Each data item is plotted as a point in n-dimensional space (where n is the number of 

features you have), with the value of each feature being the value of a certain coordinate in the 

SVM algorithm. Then we accomplish classification by locating the hyper-plane that clearly 

distinguishes the two classes (look at the below snapshot). 
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Figure 4.4: Support Vector Machine 

 [Source: https://www.analyticsvidhya.com/blog/2017/09/understaing-support-vector-machine-

example-code/ Retrieved: 25th-January’2022, 9.29PM] 

Support Vectors are simply the coordinates of individual observation. The SVM classifier is a 

frontier that best segregates the two classes (hyper-plane/ line) [63]. 

These are the algorithms that we have used. The result of these algorithms is presented in the 

Chapter Seven. 

 

4.8 Evaluation Parameters 

To understand classifier model’s performance, we need to be familiar with some evaluation 

parameters. A confusion matrix is a table that is used to describe the performance of a classifier 

algorithm by evaluating the accuracy of it. The elements of confusion matrix are: 

True Positive (TP): Which results when classifier model correctly predicts the positive class. 

True Negative (TN): Which results when classifier model correctly predicts the negative class. 

False Positive (FP): Which results when classifier model incorrectly predicts the positive class. 

False Negative (FN): Which results when classifier model incorrectly predicts the negative class. 

https://www.analyticsvidhya.com/blog/2017/09/understaing-support-vector-machine-example-code/
https://www.analyticsvidhya.com/blog/2017/09/understaing-support-vector-machine-example-code/
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Table 3.1: Confusion Matrix 

Predicted Values 

Actual Values 

 Predicted Positive (1) Predicted Negative (0) 

Actual Positive (1) True Positive (TP) False Negative (FN) 

Actual Negative (0) False Positive (FP) True Negative (TN) 

 

Based on the data of confusion matrix, precision, recall, F-measure, and accuracy are the 

evaluation measures used for evaluating performance of classifier [64]. 

Precision: Precision is the ratio of correctly predicted positive results to the total predicted positive 

results. It measures the exactness of the classifier result [64]. 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 ........................................... (4.9) 

Recall: Recall measures how accurately classifier model identifies and returns True Positives data. 

It also refers as True Positives rate. A higher recall is essential for a better classifier model. 

Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 ............................................... (4.10) 

F-measure: F-measure also refers as F-1 score, is the harmonic mean of the precision and recall. 

It is required to optimize the system towards either precision or recall which have a more influence 

on final result [64]. 

F-measure = 
 2∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙
 ......................... (4.11) 

Accuracy: It is the most intuitive performance measure. It can be calculated as the ratio of 

correctly classified reviews to total number of reviews [64]. 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 ....................................... (4.12) 
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CHAPTER FIVE 

Introduction to Deep Learning Algorithms 

eep learning (also known as deep structured learning) is a type of machine learning 

technology that uses artificial neural networks to learn representations. There are three types 

of learning: supervised, semi-supervised, and unsupervised. 

Deep-learning architectures such as deep neural networks, deep belief networks, deep 

reinforcement learning, recurrent neural networks, and convolutional neural networks have been 

used in fields such as computer vision, speech recognition, natural language processing, machine 

translation, bioinformatics, drug design, medical image analysis, climate science, material 

inspection, and board game programs, producing results that are comparable to, and in some cases 

superior to, traditional methods. 

In deep learning, the word "deep" refers to the employment of numerous layers in the 

network. A linear perceptron cannot be a universal classifier, but a network with a nonpolynomial 

activation function and one hidden layer of unlimited width can, according to early research. Deep 

learning is a recent variant that involves an unbounded number of layers of bounded size, allowing 

for practical application and optimization while maintaining theoretical universality under mild 

conditions [65].  

We have used simple dense layer and recurrent neural network for our deep learning section 

 

5.1 Simple Dense layer 

A dense layer in a neural network is one that is deeply coupled to its preceding layer, 

meaning its neurons are connected to every neuron in the previous layer. The most popular layer 

in artificial neural network networks is this one. 

In a model, the dense layer's neuron receives input from every neuron in the preceding 

layer, and the dense layer's neurons conduct matrix-vector multiplication. The row vector of the 

output from the preceding layers is identical to the column vector of the dense layer in matrix 

D 
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vector multiplication. In matrix-vector multiplication, the row vector must have the same number 

of columns as the column vector. 

The general formula for a matrix-vector product is: 

............................................... (5.1) 

Where A is a (M x N) matrix and x is a (1 ???? N) matrix. Backpropagation can update 

the values under the matrix, which are the trained parameters of the preceding layers. The most 

widely used algorithm for training feedforward neural networks is backpropagation. In a neural 

network, backpropagation computes the gradient of the loss function with respect to the 

network's weights for a single input or output. We can deduct from the preceding understanding 

that the thick layer's output will be an N-dimensional vector. We can see that the vectors' 

dimensions are shrinking. So, a dense layer is employed to change the dimension of the vectors 

by utilizing each neuron. 

As previously stated, every neuron in the preceding layers sends its output to every neuron 

in the dense layer. So, if the preceding layer produces a (M x N) matrix by aggregating the results 

of each neuron, this output passes through the dense layer, which should have a count of N neurons 

[66].  

 

5.2 Recurrent Neural Network (RNN) 

RNNs are a sort of Neural Network in which the output from the previous step is used as 

input in the next stage. Traditional neural networks have inputs and outputs that are independent 

of one another, however in some circumstances, such as when predicting the next word of a phrase, 



34 

 

the prior words are necessary, and so the previous words must be remembered. As a result, RNN 

was created, which used a Hidden Layer to overcome the problem. The Hidden state, which 

remembers certain information about a sequence, is the most essential aspect of RNN. 

 

Figure 5.1: Recurrent Neural Network  

[Source: https://www.geeksforgeeks.org/introduction-to-recurrent-neural-network/ Retrieved: 

24th-May’2022, 2.18PM] 

RNNs have a "memory" that stores all information about the calculations. It employs the same 

settings for each input since it produces the same outcome by performing the same task on all 

inputs or hidden layers. Unlike other neural networks, this decreases the complexity of parameters 

[67].  

 

5.3 Long Short-Term Memory (LSTM) 

The Long Short Term Memory Network (LSTMN) is a type of sophisticated RNN 

(sequential network) that permits information to be retained. It can deal with the vanishing gradient 

problem that RNN has. For persistent memory, a recurrent neural network, also known as RNN, 

is used. 

https://www.geeksforgeeks.org/introduction-to-recurrent-neural-network/
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Let's assume you recall the previous scene when viewing a video or you know what 

happened in the prior chapter while reading a book. RNNs work in a similar way, remembering 

previous information and applying it to the current input. Because of the shrinking gradient, RNNs 

are unable to recall long-term dependencies. Long-term dependency problems are explicitly 

avoided with LSTMs. 

At a high-level LSTM works very much like an RNN cell. Here is the internal functioning 

of the LSTM network. The LSTM  consists of three parts, as shown in the image below and each 

part performs an individual function. 

 

The first part chooses whether the information coming from the previous timestamp is to 

be remembered or is irrelevant and can be forgotten. In the second part, the cell tries to learn new 

information from the input to this cell. At last, in the third part, the cell passes the updated 

information from the current timestamp to the next timestamp. 

These three parts of an LSTM cell are known as gates. The first part is called Forget gate, 

the second part is known as the Input gate and the last one is the Output gate. 
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Just like a simple RNN, an LSTM also has a hidden state where H(t-1) represents the 

hidden state of the previous timestamp and Ht is the hidden state of the current timestamp. In 

addition to that LSTM also have a cell state represented by C(t-1) and C(t) for previous and current 

timestamp respectively. 

Here the hidden state is known as Short term memory and the cell state is known as Long 

term memory. Refer to the following image. 

 

It is interesting to note that the cell state carries the information along with all the timestamps. 

 

Let’s take an example to understand how LSTM works. Here we have two sentences 

separated by a full stop. The first sentence is “Bob is a nice person” and the second sentence is 
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“Dan, on the Other hand, is evil”. It is very clear, in the first sentence we are talking about Bob 

and as soon as we encounter the full stop(.) we started talking about Dan. 

As we move from the first sentence to the second sentence, our network should realize that we are 

no more talking about Bob. Now our subject is Dan. Here, the Forget gate of the network allows 

it to forget about it. Let’s understand the roles played by these gates in LSTM architecture [68]. 

 

5.4 Bidirectional Long Short-Term Memory (BiLSTM) 

A Bidirectional LSTM, also known as a BiLSTM, is a sequence processing model that 

consists of two LSTMs, one of which takes input in one direction and the other in the other. 

BiLSTMs effectively increase the quantity of data available to the network, providing the 

algorithm with more context [69]. 

 

Figure 5.2: BiLSTM  

[Source: 

https://paperswithcode.com/method/bilstm#:~:text=A%20Bidirectional%20LSTM%2C%20or%

20biLSTM,other%20in%20a%20backwards%20direction. Retrieved: 25th May, 2022, 1.25 PM] 
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CHAPTER SIX 

Balanced vs Imbalanced Dataset 

he definition of balanced dataset is the same approximation of data in each class of the 

dataset. For example, if there are two classes in a dataset, the balance dataset would have 

approximately 50% data for each of the class. Balanced dataset provides optimum output of the 

model. 

Imbalance dataset means the distribution of data points across the classes are uneven, 

biased, or skewed. Imbalanced data is quite common in real-life as datasets are always in some 

sort of imbalanced form. The problem arises when data in one section class dominates other section 

of class data. Often time, it causes machine learning models to be more biased towards domination 

section of class. Therefore, the accuracy measurement of models using the imbalanced dataset may 

not be effective as it hardly classifies any data from minority classes. The balanced and imbalanced 

datasets are shown below in Figure 6.1. 

 

Figure 6.1: Balanced Vs Imbalanced Dataset 

T 
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Here, we apply Multinomial Naive Bayes classifier on both datasets. For balanced dataset, 

we have achieved test accuracy of 84.69% against train accuracy of 96.17%. For imbalanced 

dataset, we have achieved test accuracy of 93.02% against train accuracy of 93.02%. If we compare 

both dataset, imbalanced dataset looks ideal as it proves better test accuracy than balanced dataset. 

But the accuracy measurement of imbalanced dataset is not effective. To understand this, we need 

to look at the confusion matrix of both datasets. 

 

 

Figure 6.2: Confusion Matrix of Imbalanced Dataset 

In figure 6.2, we notice that the training data of non-fake(1) and fake(0) are 640 and 48 

reviews, in which the Multinomial Naive Bayes classifier model has learned all the non-fake 

reviews as precision, recall and f-1 score are quite high. But it has failed to learn a single fake 

review out of 48 reviews. We can see that in the figure 6.2 as precision, recall and f-1 score are 0. 

As a result, in testing data, we can see that the model has failed to predict a single fake review out 

of 12 reviews. The model only manages to predict the non-fake reviews and based on that it has 

given a test accuracy of 93% which is not accurate. 
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Figure 6.3: Confusion Matrix of Balanced Dataset 

In figure 6.3, we notice that the Multinomial Naive Bayes classifier model has learned and 

predicted both training and test data with high precision, recall and f-1 score in both non-fake and 

reviews. The test accuracy of this balanced dataset is more accurate and precise than imbalanced 

dataset. In this thesis paper, we have chosen balanced dataset to have precise accuracy for our 

research work. 
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CHAPTER SEVEN 

Research Methodology 

he aim of the paper is to figure out the fake and non-fake reviews. For this, we will use two 

datasets. One is “gold-standard” Deceptive Opinion Spam Hotel Dataset developed by (Ott 

et al. 2011) [21] and another is “The Yelp Restaurant Review Dataset” from (Mukherjee et al. 

2013) [23].  

First, we will discuss about Deceptive Opinion Spam Hotel dataset developed by (Ott et 

al. 2011) [21]. The dataset consists of 1600 hotel reviews from 20 Chicago hotels, in which 800 

reviews are fake and 800 reviews are non-fake which is shown in Figure 7.1.  

 

Figure 7.1: Hotel Dataset 

The non-fake hotel reviews are labelled as ‘0’ and the fake hotel reviews are labelled as 

‘1’. In this dataset, for non-fake reviews, 400 are written with a negative sentiment polarity and 

another 400 are written with a positive sentiment polarity. Similarly, dataset includes same format 

for fake reviews. The dataset has no missing values. In Figure 7.2, the deceptive or non-fake 

T 
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reviews were generated from Amazon Mechanical Turk (AMT). ATM is crowdsourcing website 

that hires people to perform discontinuous on-demand tasks that computers are currently unable to 

do. The rest of the reviews are taken from various online web sources like Expedia, Hotels.com, 

TripAdvisor, Yelp etc.  

 

Figure 7.2: Distribution of reviews of hotel dataset 

The dataset consists of 80 reviews for each of the 20 most popular Chicago hotels which is shown 

in Figure 7.3: 

 

Figure 7.3: Distribution of hotels 
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Now we will use world cloud, a data visualization technique in our dataset [21], that helps 

to represent a text data in which the size of individual words indicates its frequency or importance. 

We will show three stages of text data: overall reviews, non-fake reviews, and fake reviews. 

Figure 7.4 represents the distribution of most used words in overall dataset: 

 

Figure 7.4: Distribution of most used words 

Figure 7.5 represents the distribution of most used words in the non-fake reviews: 

 

Figure 7.5: Distribution of most used words in the non-fake reviews 

Figure 7.6 represents the distribution of most used words in the fake reviews: 

 

Figure 7.6: Distribution of most used words in the fake reviews 
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Now the second dataset that we use in this paper is “The Yelp Restaurant Reviews Dataset” 

from the paper “What Yelp Fake Review Filter Might Be Doing” [23]. Yelp is a popular online 

website that helps users locate local businesses and provides reliable information through ratings 

and reviews. The dataset consists of 16878 real-life customer reviews from Yelp in reviewContent 

column. Reviews obtained from the restaurant page are labelled and wherein we get all Y reviews 

from the filtered section(fake) and N reviews from the regular page(non-fake) in flagged column. 

The dataset has no missing values. The dataset includes information such as date, reviewID, 

reviewerID, rating, restaurantID, and more. Each review in the dataset [23] consists of 9 parts: 

<date> <reviewID> <reviewerID> <rating> <usefulCount> <coolCount> <funnyCount> 

<flagged> <restaurantID> 

Within those reviews, 8577 reviews are labelled as non-fake (N) and 8301 reviews are 

labelled as fake (Y). The pie chat displays non-fake reviews as 50.82% and fake reviews as 

49.18%. In Figure 7.7 the Review data is color-categorized by non-fake (dark cyan) and fake (light 

grayish cyan). 

 

Figure 7.7: Restaurant Dataset  
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The reviews also include ratings as labelled in the dataset [23]. There are 8443 reviews that are 

labelled as 5 rating. 4836 reviews are labelled as 4 ratings. Figure 7.8 represents the rating 

distribution: 

 

Figure 7.8: Rating distribution 

The dataset [23] contains useful counts, that means how many users find the review useful. 

For example, there are 1969 review texts that are liked once as useful. 956 review texts that are 

liked twice as useful. There are 27 review texts that got 10 likes as useful by users and 1 review 

text got 84 likes as useful by users. Figure 7.9 represents the useful count distribution:  

 

Figure 7.9: Useful count distribution 
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The dataset [23] contains restaurantID, that means how many users have reviewed a 

particular restaurant. For example, a restaurant labelled as “HOJqzz1WvOmeR9oESJ4d9A” got 

2302 reviews from customers which is the highest. In this dataset, the restaurant names are labelled 

as random text. Figure 7.10 represents the restaurantID distribution: 

 

Figure 7.10: RestaurantID distribution 

Now we will use the world cloud same as previously to visualize the review text data from our 

dataset [23]. 

Figure 7.11 represents the distribution of most used words in overall dataset: 

 

Figure 7.11: Most used words in overall dataset 
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Figure 7.12 represents the distribution of most used words in the non-fake reviews: 

 

Figure 7.12: Most used words in the non-fake reviews 

Figure 7.13 represents the distribution of most used words in the fake reviews: 

 

Figure 7.13: Most used words in the fake reviews 
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Figure 7.14 represents the proposed Model for Fake Review Detection 

 

Figure 7.14: Proposed Model for Fake Review Detection 

7.1 Data Pre-Processing 

As we are working with two datasets [21], [23], the data pre-processing part will same for 

both the dataset. We will keep the review text column and flagged column and drop all other 

columns.  

 

7.1.1 Clean Text 

The first step of data pre-processing is to transform the raw review text data into cleaned text data. 

Here, we will, 
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• Tokenize all the review texts 

• Lowercase all the review texts 

• Remove any characters that is not in a-z OR A-Z alphabet, that includes generic text, 

numbers, symbols etc. 

• Remove whitespaces 

• Remove tabs 

After cleaning the raw texts of both Deceptive Opinion Spam Hotel Dataset [21] and The Yelp 

Restaurant Review Dataset [23], the result will look like Figure 7.15 & Figure 7.16. 

 

Figure 7.15: Deceptive Opinion Spam Hotel Dataset 

 

Figure 7.16: The Yelp Restaurant Review Dataset 

 

7.1.2 Remove Stopwords 

Stopwords are a set of words that are too frequent in a language that don’t change the 

overall meaning of the sentence. By using nltk.download('stopwords') command we download 

stopwords from NLTK library and remove these stopwords from our review texts which is shown 

in Figure 7.17 & Figure 7.18. 

 

Figure 7.17: Deceptive Opinion Spam Hotel Dataset 
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Figure 7.18: The Yelp Restaurant Review Dataset 

 

7.1.3 Lemmatization  

Both goal of both stemming and lemmatization is to reduce inflectional forms and 

sometimes derivationally related forms of a word to a common base form [70]. For our datasets 

we use lemmatization as it removes inflectional endings properly and to return the base or 

dictionary form of a word with the use of a vocabulary and morphological analysis of words which 

is shown in Figure 7.19 & Figure 7.20. 

 

Figure 7.19: Deceptive Opinion Spam Hotel Dataset 

 

Figure 7.20: The Yelp Restaurant Review Dataset 

After completing the whole data pre-processing functions, the text reviews will look like Figure 

7.21 & Figure 7.22. 

 

Figure 7.21: Deceptive Opinion Spam Hotel Dataset 

 

Figure 7.22: The Yelp Restaurant Review Dataset 
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Here is the summery of the datasets [21], [23] after data pre-processing: 

Table 7.1 Summery of the datasets 

 

 

7.2 Feature Extraction 

Natural language processing (NLP) is a branch of artificial intelligence which concerned with 

giving computers the ability to understand human languages in text or voice form by transforming 

it into numerical format vectors. One of the popular texts vectorizing technique is Word 

Embedding as it doesn’t create a spare matrix of vectorized sentences as a result computation cost 

is low and it retain most linguistic information present in the sentence. Here we will discuss about 

two popular frequency-based Word Embedding forms: 

• Bag of Words 

• TF-IDF Model 

 

7.2.1 Bag of Words 

Bag of Words (BoW) is an algorithm, which is a way of extracting features from text or 

document and calculating the number of times words appear in the text or document without 

following any grammatical rule or words order. It is a matrix of tokens in which if the word appears 

in the text or document, it will give one value to that word otherwise it will give zero. For example, 

here are two sentences: 

• everyone is playing football 

• i am not playing football 
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Table 7.2 Bag of Words 

Bag of Words 

Words everyone is playing football i am not 

Sentence 1 1 1 1 1 0 0 0 

Sentence 2 0 0 1 1 1 1 1 

Now, in the table, using Bag of Words algorithm, we can see all the words that appear in both 

sentences labelled as one and words that does not appear in both sentences labelled as zero. 

 

7.2.2 TF-IDF 

TF-IDF stands for Term Frequency - Inverse Document Frequency, is a numerical statistic 

that reflects how important a word is to a document in a collection or corpus. It measures relevance 

of the word rather than the frequency of the word.  

Term Frequency, TF = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑐𝑐𝑢𝑟𝑛𝑐𝑒 𝑜𝑓 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑎 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑎 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡
 ………………………………(7.1) 

Inverse Document Frequency, IDF = log (
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡ℎ𝑒 𝑤𝑜𝑟𝑑
) ……..……(7.2) 

TF-IDF of a word is calculated by the multiplication of Term Frequency score and Inverse 

Document Frequency score. 

For example, here are two sentences:  

• everyone is playing football 

• i am not playing football 

Table 7.3 Frequency list of words   
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Table 7.4 Term Frequency        

 

Table 7.5 IDF 

 

Table 7.6: TF-IDF values 

TF-IDF 

Words everyone is playing football i am not 

Sentence 1 

1/4 * 

log(2/1) = 

0.075 

1/4 * 

log(2/1) 

= 0.075 

1/4 * 

log(2/2) 

= 0.075 

1/4 * 

log(2/2) = 

0.075 

0/4 * 

log(2/1) 

= 0 

0/4 * 

log(2/1) 

= 0 

0/4 * 

log(2/1) 

= 0 

Sentence 2 

0/5 * 

log(2/1) = 

0 

0/5 * 

log(2/1) 

= 0 

1/5 * 

log(2/2) 

= 0 

1/5 * 

log(2/2) = 

0 

1/5 * 

log(2/1) 

= 0 

1/5 * 

log(2/1) 

= 0 

1/5 * 

log(2/1) 

= 0 

 

If we compare TF-IDF model with Bag of Words we can see, Bag of Words contains only 

zeros & ones. It gives all words have the same importance and doesn’t preserve any semantic 
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information. On the other hand, TF-IDF values a word based on its importance in the whole 

document or corpus. For feature extraction we have applied TF-IDF in our research work. 

 

7.3 Splitting Training and Testing data 

For the evaluations of our datasets, we divide it into two sets of data: training set and testing 

set. For training the machine learning model, we use 80% of the comprises data and for testing, 

we use 20% of the comprises data.  

So, The Deceptive Opinion Spam dataset consists of 1280 review data for training and 320 review 

data for testing. 

The Yelp Restaurant Review Dataset consists of 13502 review data for training and 3376 review 

data for testing. 
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CHAPTER EIGHT 

Result and Analysis 

or our research work, we have chosen two datasets containing reviews which are labelled as 

fake and non-fake. In this paper, we study the correlation between the real-life reviews and 

the flagged of the reviews given as fake or non-fake. In one dataset, we have 1600 hotel reviews 

in which 50% are labelled as non-fake and 50% are fake. In another dataset, we have 16878 real-

life customer reviews on restaurant from Yelp in which 50.82% are labelled as non-fake and 

49.18% are fake.  

In this analysis, we have implemented both machine learning and deep learning algorithms. 

The machine learning algorithm classifiers are Multinomial Naive Bayes, Bernoulli Naive Bayes, 

Random Forrest, k-Nearest Neighbors, Logistic Regression, Support Vector Machine (Linear) and 

Decision Tree to detect fake reviews using supervised learning. For feature extraction we applied 

TF-IDF as it gives best results for both our dataset. For deep learning algorithms, we implemented 

RNN-Long Short-Term Memory (LSTM) to detect fake reviews using supervised learning. Our 

Obtained experiment Results by Using Machine Learning Classifiers are given below: 

Table 8.1: Hotel Dataset 

F 

ML 

Classifier 

Feature 

Matrix 

Train 

Accuracy 

(%) 

Test 

Accuracy 

(%) 

Train 

Precision 

Test 

Precision 

Train 

Recall 

Test 

Recall 

Train 

F1-

score 

Test 

F1-

score 

Multinomial 

Naive Bayes 

POS + 

Uni-gram 
96.17% 84.69% 0.96 0.86 0.96 0.85 0.96 0.85 

POS +  

Bi-gram 
100% 74.06% 1.00 0.80 1.00 0.74 1.00 0.73 

Bernoulli 

Naive Bayes 

POS + 

Uni-gram 
95.78% 82.81% 0.96 0.85 0.96 0.83 0.96 0.83 

POS +  

Bi-gram 
99.92% 65.63% 1.00 0.78 1.00 0.66 1.00 0.62 

Random 

Forrest 

POS + 

Uni-gram 
100% 86.25% 1.00 0.86 1.00 0.86 1.00 0.86 

POS +  

Bi-gram 
100% 78.44% 1.00 0.78 1.00 0.78 1.00 0.78 
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Here, Deceptive Opinion Spam Hotel Dataset [21], we applied data pre-processing by as 

applying tokenization, lowercase, stopwords remove, stemming and lemmatization. For feature 

extraction we applied TF-IDF. We have applied the machine learning algorithms using both 

unigram and bigram feature. Unigram is a set of continuous words from a given text in which the 

occurrence of each word is independent of its previous word. In bigram, the occurrence of each 

word is dependent on its previous word. For example, the sentence “everyone is playing football”: 

In unigram: “everyone”, “is”, “playing”, “football”. 

In bigram: “everyone is”, “is playing”, “playing football”  

By applying the data pre-processing model, we have achieved test accuracy rate of 84.69% 

with Multinomial Naïve bayes classifier using unigram feature. The training accuracy is 96.17%. 

The overall precision, recall and F-1 score are also quite high in both training and testing dataset. 

As the frequency of words increases due to bigram implementation, the train accuracy improves 

as 100% but we can see a drop of test accuracy which is 74.06%. In bigram implementation, the 

test f-1 score is also decreases as 0.73 compare with unigram Multinomial Naïve bayes classifier 

which is 0.85. 

Logistic 

Regression 

POS + 

Uni-gram 
97.34% 86.56% 0.97 0.87 0.97 0.87 0.97 0.87 

POS +  

Bi-gram 
100% 85.00% 1.00 0.85 1.00 0.85 1.00 0.85 

SVM 

POS + 

Uni-gram 
98.75% 88.45% 0.99 0.89 0.99 0.88 0.99 0.88 

POS +  

Bi-gram 
100% 84.06% 1.00 0.85 1.00 0.84 1.00 0.84 

K-Nearest 

Neighbors 

POS + 

Uni-gram 
84.85% 80.00% 0.85 0.81 0.85 0.80 0.85 0.80 

POS +  

Bi-gram 
83.20% 76.56% 0.84 0.78 0.83 0.77 0.83 0.76 

Decision 

Tree 

POS + 

Uni-gram 
100% 70.31% 1.00 0.71 1.00 0.70 1.00 0.70 

POS +  

Bi-gram 
100% 68.44% 1.00 0.69 1.00 0.68 1.00 0.68 
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In Bernoulli Naïve Bayes classifier using unigram feature, we have achieved the test 

accuracy of 85.31% against training accuracy of 96.56%. In bigram, the increase in the frequency 

of words results this significant improvement in train accuracy of 100% but a large drop in test 

accuracy which is 65.63%. 

In Random Forrest classifier using unigram feature, the test accuracy is 86.25% against 

train accuracy of 100%. Here, we set the number of trees in the forest (n_estimators)=200, the 

maximum depth of the tree (max_depth)=0.8, the number of jobs to run in parallel (n_jobs) = -1 

which means using all processors. The train precision, recall and f-1 score are 1.00 against test 

precision, recall and f-1 score of 0.86. In bigram implementation, the test accuracy is 78.44% 

against train accuracy of 100%. And test precision, recall and f-1 score are 0.78. 

In Logistic Regression, in both unigram and bigram feature, the test accuracy is 86.56% 

and 85.00% against train accuracy of 98.75% and 100% respectively. The reason Logistic 

Regression has a quite high test accuracy because it is a binary classification and will work best 

on binary labels. The precision, recall and f-1 score are also quite high in Logistic Regression. 

In k-Nearest Neighbors using unigram feature, we achieve test accuracy of 80.00% against 

train accuracy of 84.85%. We change n_neighbors = 10, which is the number of neighbors to use 

to achieve this test accuracy. In bigram, we see a decrease in test accuracy which is 76.56% and 

precision, recall and f-1 score also decrease. 

The Decision Tree classifier shows quite poor test accuracy in both unigram and bigram 

features. The precision, recall and f-1 similar. 

In Support Vector Machine (linear) classifier using unigram feature, we have achieved the 

highest test accuracy of 88.45% against train accuracy of 98.75%. The test precision, recall and f-

1 score are also the highest that we have achieved so far which is 0.88 and this indicates how well 

the classifier has managed to classify each level. In bigram implementation, we can see a drop of 

test accuracy which is 84.06%. The test precision, recall and f-1 score are still quite high.  
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Table 8.2: Restaurant Dataset 

 

Here, In the Yelp Restaurant Dataset [23], again we applied the same model of data pre-

processing as previous dataset and for feature extraction we applied TF-IDF. We applied the same 

machine learning algorithms using both unigram and bigram feature.  

ML 

Classifier 

Feature 

Matrix 

Train 

Accuracy 

(%) 

Test 

Accuracy 

(%) 

Train 

Precision 

Test 

Precision 

Train 

Recall 

Test 

Recall 

Train 

F1-

score 

Test 

F1-

score 

Multinomial 

Naive Bayes 

POS + 

Uni-gram 
88.24% 83.30% 0.89 0.84 0.88 0.83 0.88 0.83 

POS +  

Bi-gram 
97.96% 80.00% 0.98 0.81 0.98 0.80 0.98 0.80 

Bernoulli 

Naive Bayes 

POS + 

Uni-gram 
74.60% 71.92% 0.77 0.74 0.75 0.72 0.74 0.71 

POS +  

Bi-gram 
83.54% 68.36% 0.88 0.78 0.84 0.68 0.83 0.65 

Random 

Forrest 

POS + 

Uni-gram 
99.92% 81.00% 1.00 0.81 1.00 0.81 1.00 0.81 

POS +  

Bi-gram 
99.79% 80.42% 1.00 0.81 1.00 0.80 1.00 0.80 

Logistic 

Regression 

POS +  

Uni-gram 
88.80% 84.54% 0.89 0.85 0.89 0.85 0.89 0.85 

POS +  

Bi-gram 
96.56% 82.11% 0.97 0.82 0.97 0.82 0.97 0.82 

SVM 

POS + 

Uni-gram 
91.66% 85.25% 0.92 0.85 0.92 0.85 0.92 0.85 

POS +  

Bi-gram 
98.96% 83.10% 0.99 0.83 0.99 0.83 0.99 0.83 

K-Nearest 

Neighbors 

POS + 

Uni-gram 
84.57% 82.58% 0.85 0.83 0.85 0.83 0.85 0.83 

POS +  

Bi-gram 
59.60% 50.15% 0.63 0.50 0.60 0.50 0.57 0.46 

Decision 

Tree 

POS + 

Uni-gram 
99.93% 75.15% 1.00 0.75 1.00 0.75 1.00 0.75 

POS +  

Bi-gram 
99.82% 73.90% 1.00 0.74 1.00 0.74 1.00 0.74 
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By doing these, we have achieved test accuracy rate of 83.30% with Multinomial Naïve 

bayes classifier using unigram feature. The training accuracy is 88.24%. The overall test precision, 

recall and f-1 score are 0.83. We can see a slight drop of test accuracy in the bigram implementation 

of Multinomial Naïve bayes classifier which is 80.00%. The overall test precision, recall and f-1 

score are also dropped. 

In Bernoulli Naïve Bayes classifier using unigram feature, we have achieved the test 

accuracy of 71.92% against training accuracy of 74.60%. In bigram, the increase in the frequency 

of words results an improvement in train accuracy of 83.54% but decreases in test accuracy which 

is 68.36%. 

We applied the same parameters of n_estimators, max_depth and n_jobs as previous in 

Random Forrest classifier using unigram feature and achieve test accuracy is 81.00% against train 

accuracy 99.92%. The train precision, recall and f-1 score are 1.00 against test precision, recall 

and f-1 score of 0.81. In bigram implementation, we see a slight decreases in the test accuracy of 

80.42% against train accuracy of 99.79%. The test precision, recall and f-1 score are almost same 

as unigram. 

In Logistic Regression, the test accuracy is 84.54% against train accuracy of 88.80% in 

unigram. The test precision, recall and f-1 score are 0.85. In bigram, we can see a small drop in 

test accuracy as previous. 

In both k-NN and Decision tree, we achieve the test accuracy is 82.58% and 75.15% against 

train accuracy of 84.57% and 99.93% respectively using unigram feature. In bigram k-NN, we can 

see a large drop in test accuracy which is 50.15% against train accuracy of 59.60% The train 

precision, recall and f-1 score are 0.63, 0.60, 0.57 against test precision, recall and f-1 score of 

0.50, 0.50 and 0.47. Of all the classifiers, this is the lowest accuracy that we have achieve. In 

bigram Decision Tree the test accuracy is 73.90% against train accuracy of 100%.  

Again, for this dataset also, we have achieved the highest test accuracy of 85.25% against 

train accuracy of 91.66% in Support Vector Machine (Linear) classifier using unigram feature. 

The test precision, recall and f-1 score are also quite high. In bigram implementation, we can see 

a drop of test accuracy which is 83.10%. The test precision, recall and f-1 score are 0.83. 
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From this experiment on both datasets, if we compare these classifiers based on our 

findings, we can come up to this conclusion that Support Vector Machine (Linear) classifier using 

unigram feature represents the suitable model for our fake review detection of all machine learning 

algorithms. 

Table 8.3: Comparison of Hotel and Restaurant Datasets Using Machine Learning Algorithms 

 Hotel Dataset Restaurant Dataset 

ML 

Classifier 

Train 

Accuracy 

(%) 

Test 

Accurac

y (%) 

Test 

Precision 

Test 

Recall 

Test 

F1-

score 

Train 

Accuracy 

(%) 

Test 

Accuracy 

(%) 

Test 

Precision 

Test 

Recall 

Test 

F1-

score 

Multinomial 

Naive 

Bayes 

96.17% 84.69% 0.86 0.85 0.85 88.24% 83.30% 0.84 0.83 0.83 

Bernoulli 

Naive 

Bayes 

96.56% 85.31% 0.86 0.85 0.85 74.60% 71.92% 0.74 0.72 0.71 

Random 

Forrest 
100% 86.25% 0.86 0.86 0.86 99.92% 81.00% 0.81 0.81 0.81 

Logistic 

Regression 
97.34% 86.56% 0.87 0.87 0.87 88.80% 84.54% 0.85 0.85 0.85 

Support 

Vector 

Machine 

(Linear) 

98.75% 88.45% 0.89 0.88 0.88 91.66% 85.25% 0.85 0.85 0.85 

K-Nearest 

Neighbors 
98.75% 88.45% 0.85 0.85 0.85 84.57% 82.58% 0.83 0.83 0.83 

Decision 

Tree 
100% 70.31% 0.71 0.70 0.70 99.93% 75.15% 0.75 0.75 0.75 

 

This table represents the results obtain using machine learning algorithms unigram features 

on both datasets. Here, we can see in both cases, Support Vector Machine (Linear) performs better 

than other machine learning algorithms.  
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If we look at the datasets, we can see hotel dataset is significantly smaller than restaurant 

dataset. Despite being a small dataset, the test accuracy of hotel dataset is similar to restaurant 

dataset and in some cases it performs better. To understand why, we need to look at the review 

length and word distribution of the datasets. 

 

Figure 8.1: Plotting of review length vs word frequency 

In Figure 8.1, we can see the review length and word frequency of two datasets. The review 

length represents the length of the reviews and frequency represents how frequent a word appears 

in a document. Despite the difference between the number of reviews, both datasets appear quite 

similar as the review length and word frequency of fake reviews are much higher than non-fake 

reviews. This is one of the reasons, the hotel dataset performs quite similar like restaurant dataset. 

 

Figure 8.2: Plotting of review length vs word density  

Also in Figure 8.2, we can see the review length vs word density of two datasets which are 

quite similar with each other. This plot shows that in both datasets, fake reviews have more words 

per review than non-fake reviews. In hotel dataset, non-fake reviews seem to be concentrated 

around 100 to 150 words and fake reviews seem to be concentrated around 300 to 400 words. In 
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restaurant dataset, both non-fake reviews and fake reviews seem to be concentrated around 200 to 

400 words. 

In Figure 8.3 and Figure 8.2, we can see both hotel and restaurant datasets appear quite 

similar, as the number of fake reviews is higher than non-fake reviews. This can explain, despite 

being a small dataset, the hotel dataset performs quite similar like restaurant dataset and in some 

cases performs better. 

 

8.1 Applying Confusion Matrix for Machine Learning Algorithms 

Here, we have applied the confusion matrix on our machine learning classifier models 

(unigram) such as Naive Bayes, Bernoulli Naive Bayes, Random Forrest, k-Nearest Neighbors, 

Logistic Regression, Support Vector Machine (Linear) and Decision Tree to observe the 

performance of the models. 

For Hotel Dataset, the confusion matrix is shown from Figure 8.3to Figure 8.9: 

 

Figure 8.3: Confusion matrix of Multinomial Naive Bayes 

 

Figure 8.4: Confusion matrix of Bernoulli Naive Bayes 
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Figure 8.5: Confusion matrix of Random Forrest 

 

Figure 8.6: Confusion matrix of Logistic Regression 

 

Figure 8.7: Confusion matrix of k-Nearest Neighbors 
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Figure 8.8: Confusion matrix of Decision Tree 

 

Figure 8.9: Confusion matrix of Support Vector Machine 

For Restaurant Dataset, the confusion matrix is shown from Figure 8.10 to Figure 8.16: 

 

Figure 8.10: Confusion matrix of Multinomial Naive Bayes 
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Figure 8.11: Confusion matrix of Bernoulli Naive Bayes 

 

Figure 8.12: Confusion matrix of Random Forrest 

 

Figure 8.13: Confusion matrix of Logistic Regression 
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Figure 8.14: Confusion matrix of k-Nearest Neighbors 

 

Figure 8.15: Confusion matrix of Decision Tree 

 

Figure 8.16: Confusion matrix of Support Vector Machine 
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The confusion matrix shows that the classifiers have correctly predicted a good number of 

fake and non-fake reviews with minor errors for both datasets. Based on these figures, we can see 

that we have created acceptable machine learning models. 

 

8.2 Applying Deep Learning 

We applied three deep learning algorithms for our datasets: Dense Layer Architecture, 

RNN-LSTM or Long Short-Term Memory and RNN-BiLSTM or Bidirectional Long Short-Term 

Memory 

For Dense Layer Architecture on Hotel Dataset, we have selected the vocab_size is 2000. 

The embedding dimension is 16, that means we are converting every single token of words into 

16 dimension and the input length is 120. To avoid vanishing gradient problem, we use relu based 

activation function in deep learning to have better accuracy. For deep learning model, we use early 

stop method which stops the training of the model once it stops improving on a hold on the 

validation dataset. We applied the same process for LSTM and BiLSTM algorithms and results 

are below from Figure 8.17 to Figure 8.19: 
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Figure 8.17: Dense Layer Architecture for Hotel Dataset 
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Figure 8.18: RNN-LSTM for Hotel Dataset 

 

 

 

Figure 8.19: RNN-LSTM for Hotel Dataset 
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By applying Dense Layer Architecture, we have achieved the highest test accuracy of 90% 

for Hotel Dataset. The test accuracy of LSTM and Bi LSTM is 86.56% and 85.94% respectively. 

 

For Restaurant Dataset, we have selected the vocab_size is 20000. The embedding 

dimension is 16, and the input length is 200. For Restaurant Dataset, we have achieved the highest 

test accuracy of 87.22%. The test accuracy of LSTM and Bi LSTM is 87.05% and 86.88% 

respectively. These are shown from Figure 8.22 to Figure 8.24: 

 

 

 

Figure 8.20: Dense Layer Architecture for Restaurant Dataset 
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Figure 8.21: RNN-LSTM for Restaurant Dataset 
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Figure 8.22: RNN-BiLSTM for Restaurant Dataset 
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CHAPTER NINE 

Machine Learning vs Deep Learning 

achine learning is a branch of artificial intelligence and computer science which focuses 

on the use of data as input and algorithms to imitate the way humans learn and gradually 

becomes more accurate at predicting the outcomes [71]. 

Deep learning is a subset of machine learning that is essentially a three-layer neural 

network. These neural networks aim to imitate the activity of the human brain by allowing it to 

"learn" from enormous amounts of data, albeit they are far from perfect. While a single layer neural 

network may produce approximate predictions, additional hidden layers can help to improve and 

tune for accuracy. 

The advantages and challenges of machine learning and deep learning are given below: 

9.1 Advantages of Machine Learning 

• One of most important advantages of machine learning is it able to discover specific trends 

and patterns by analyzing large amount of data. Often, these patterns would not be apparent 

to human eyes. In most cases, a well build machine learning model can accurately identify 

those patterns and trends. For example, e-commerce companies like Amazon, Alibaba, 

eBay uses machine learning techniques to understand the browsing behaviors and 

purchasing histories of its user and predicts which products and deals that the users may 

find useful and push those products and deals. 

• Machine learning models are capable of continuous accuracy improvement with the 

increasement of refined data as it trains more data. Internet companies like Amazon, 

Walmart collects huge volume of refined data every day and by training those data it 

improves the accuracy of recommended products and deals to its customers. 

• An important feature of machine learning is the ability of automation on various decision-

making tasks as it automatically performs many time-consuming and repetitive tasks to 

help to improve the model without human intervention. A common example is anti-virus 

software, which learn to filters new threats as they recognize with the help of machine 

learning techniques. 

M 
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• Now these days, machine learning is being used by every industry possible. From state 

defense to small retail shops, it is being used as it helps to generate profit by reducing cost, 

automation, less human resources, and the ability to analyze patterns from previous data. 

It is being used in real-life applications such as image and speech recognition, fake review 

detection, self-driving cars, etc. [72][73] 

 

9.2 Challenges of Machine Learning 

• Data acquisition is one of the most important parts of machine learning, which can also be 

problematic. Data acquisition means collecting the data from a relevant source through 

surveys, real-life physical conditions, etc. before it can be used. In this process, there is a 

chance, it may contain imbalanced data, inaccurate data, or data full of errors. This can 

lead to poor accuracy in model building. Also, often time, to collect data, an organization 

have to pay for it. All this makes data acquisition a massive disadvantage. 

• It is always important to remember that we need to provide well-cleaned data and apply 

feature engineering before we train it in the machine learning model. A dataset full of errors 

or imbalanced can causes incorrect results. 

• There are different kinds of machine learning algorithms, and we need to identify which 

algorithm works best for the dataset. This is a manual process and also a disadvantage. 

• When we process large volume of data in machine leaning model, the time complexity of 

that model increases so that we can have consideration amount of accuracy. It also needs 

massive amount of computing resources to process that dataset [72][73]. 

 

9.3 Advantages of Deep Learning 

• One of the import parts of artificial intelligence is the process of extracting features from 

raw data for better results. In deep learning, it can extract features by itself. A deep learning 

algorithm can analyze the data for features that are important and combine those data to 

learn faster. 

• According to research from Gartner, up to 80% of organizations data are unstructured as it 

contains different formats of data such as texts, pictures, numbers, etc. [74]. Traditional 
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machine learning algorithms cannot analyze those data. Using deep learning algorithms, 

we can train those unstructured data and able to find patterns that are relevant. 

• In deep learning, we don’t need well-labelled data as the model can learn form the dataset 

without any guidance. For example, a well-build deep learning algorithm can detect 

physical abnormality of the human body at earlier stages. Machine learning algorithms are 

not good in this kind of learning. 

• A well-trained deep learning model can perform many time-consuming and repetitive tasks 

in a short period of time without human intervention.  

 

9.4 Challenges of Deep Learning 

• Deep learning requires a huge volume of data in order to perform better than other 

techniques as it trains the model itself. To learn about the data and try to solve the problem, 

the algorithm requires huge parameters to tune [75]. 

• It is extremely costly to build a huge deep learning model as it requires expensive GPUs 

and computer equipment. 

• One of the major challenges of deep learning is we don’t know how it arrives at a particular 

solution. Like human brain, the process of neural network is embedded in the thousands of 

simulated neurons arrange into interconnected layers [75]. 

• Overfitting is a concept in deep learning, which occurs when a statistical model performs 

well in training data but doesn’t perform accurately in validation data. Just like overfitting, 

underfitting occurs when model hasn’t trained enough, or the inputs are not significant to 

determine relation between input and output [76]. This happens when we use large number 

of parameters and epochs. If the accuracy of some consecutive epochs does not vary, this 

is an indication of overfitting. By reducing parameter, layers and epochs we can overcome 

this problem. 
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Figure 9.1: Overfitting and Underfitting 

 [Source: https://www.ibm.com/cloud/learn/overfitting] 

 

9.5 Final Comparison of ML and DL 

For our thesis paper, we have applied both machine learning and deep learning algorithms 

for fake review detection. With machine learning algorithms, we have achieved quite good test 

accuracies particularly with Support Vector Machine (Linear) and Logistic Regression with 

accuracies of 88.45% and 86.56% for Hotel Dataset and 85.25% and 84.54% for Restaurant 

Dataset respectively with higher precision, recall and f-1 score. But the implementation of deep 

learning on these datasets gives us better test accuracy then machine learning particularly Dense 

Layer Architecture with Validation Accuracy of 90% and 87.22% for Hotel and Restaurant Dataset 

respectively. LSTM and BiLSTM algorithms also perform better than most of the machine 

learning algorithms. So, if compare these results based on our finding on these particular datasets, 

we can come up to this conclusion that Dense Layer Architecture as well as deep learning 

algorithms represents the suitable method for fake review detection. 

 

 

 

 

 

https://www.ibm.com/cloud/learn/overfitting
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Table 9.1: Comparison of ML and DL algorithms  

Model Algorithms 

Test Accuracy (%) 

Hotel Dataset Restaurant Dataset 

Machine Learning 

Multinomial Naive 

Bayes 
84.69% 83.30% 

Bernoulli Naive 

Bayes 
85.31% 71.92% 

Random Forrest 86.25% 81.00% 

Logistic Regression 86.56% 84.54% 

Support Vector 

Machine (linear) 
88.45% 85.25% 

K-Nearest Neighbors 88.45% 82.58% 

Decision Tree 70.31% 75.15% 

Deep Learning 

Dense Layer 

Architecture 
90% 87.22% 

RNN-LSTM 86.56% 87.05% 

RNN-BiLSTM 85.94% 86.88% 
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CHAPTER TEN 

Conclusion 

10.1 Research Challenges 

There are a lot of challenges occur for detecting the fake reviews. From our point of view, 

dataset plays a major role for getting the better accuracy. Because in our case, we have applied the 

algorithms on two datasets we have collected. The first dataset (Restaurant Reviews) contains total 

16,878 reviews and the second one (Hotel Reviews) contains 1,600 reviews only. After applying 

the machine learning and deep learning algorithms on both datasets, we have got overall a better 

accuracy for the second one. Besides that, there are some other challenges occur while detecting 

the fake reviews such as: when there is only one review available for a particular product it is 

difficult to detect whether the review was genuine or fake. Sometimes, it is hard to distinguish the 

fake or genuine review from the ratings.  In some cases, sometimes fake reviews are written 

intentionally exactly following the way of the genuine reviews which makes a confusion about the 

behavior of that review. Also, before starting the training and testing, the classification and the 

preprocessing parts put a major impact on detecting the fake reviews.  

 

10.2 Future Work 

For improving the performance of the techniques which we have used, we will continue 

our research work in future, and we planned to propose some algorithms for detecting the fake 

reviews. We are also interested in applying BERT algorithm on our datasets to see how it performs 

as it is a latest natural language processing algorithm developed by Google and published in 2018. 

Moreover, we want to extend this work by performing similar analysis on a completely different 

dataset such as Twitter and Facebook. By classifying fake review from social media platforms, we 

hope to get one step closer towards building an automated fake review detection platform. We also 

hope this study provides a baseline for the future tests and broadens scope of the solutions dealing 

with fake review detection. The social media data will ensure that the variations in the language 

are taken care of. We would like to further dig deep and evaluate the effects of such review 

propagation and come up with simple techniques for faster prediction. 
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10.3 Conclusion  

In this era of the digitalization, rapid development of the internet makes us involve with 

different online platforms. Nowadays, people are more interested in buying something from online 

rather than visiting a shopping center and whatever decision they are going to take is dependent 

on the feedback, someone has given on the website. That is why, online reviews play a crucial role 

in most of the people’s life. Therefore, it is more important to find out the credible content and for 

that distinguish the genuine or fake review has become the vivid and ongoing research area. This 

Thesis paper represents machine learning algorithms such as Multinomial Naive Bayes, Bernoulli 

Naive Bayes, Random Forrest, k-Nearest Neighbors, Logistic Regression, Support Vector 

Machine (Linear), Decision Tree and deep leaning algorithms such as Dense Layer Architecture, 

LSTM and BiLSTM and we have showed the comparison between them to identify the fake 

reviews. The machine learning algorithms such as Logistic Regression, Support Vector Machine 

(Linear) provides better accuracy of all machine learning algorithms for both datasets. The Logistic 

Regression provides test accuracy of 86.56% and 84.54% for Hotel and Restaurant dataset and 

Support Vector Machine provides test accuracy of 88.45% and 85.25% for Hotel and Restaurant 

dataset. We have applied the Confusion Matrix for each of these algorithms to observe how well 

we build the model. In this case, we have achieved high precise, recall and f-1 score. When we 

applied Deep learning algorithms, it provides better accuracy than machine learning algorithms 

for both datasets particularly Dense layer Architecture which provides accuracy of 90% for Hotel 

Dataset and 87.22% for Restaurant Dataset. Here, both machine learning and deep learning 

algorithms perform well but deep learning algorithm particularly Dense Layer Architecture 

represents the suitable method for fake review detection for our dataset.   
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