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Abstract

Every social networking site are generating a huge amount of data in every second.A
lots of innovations are coming to the industry to develop new ways of communica-
tions between consumer and start-up business opportunity.Sentiment Analysis is
the recent research area in data mining.In our work ,we implement the algorithm
namely Natural Language Processing(NLP) on social networking data by sentiment
analysis.We take twitter as a social networking site and for data analysis takes
two product iPhone vs Samsung.Also the comparison between the python built-in
library ”TextBlob” and Natural Language Processing.The comparison is showing
by evaluating the polarity of the tweet as positive and negative towards a particular
device.Consumer can be informed their choice according to the general sentiment
expression from the other Twitter users on various product.
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Chapter 1

Introduction

1.1 Introduction

Now-a-days,internet services are generating a large amount of data which is in-
creased significantly day by day. Most of the data generated from the social net-
working site. These social networking site are being used for microblogging where
microblogging has become a tremendous tool among the Internet users for commu-
nication. Trillions of the user can share trillions of the message as their opinion in
different aspects of their day-to-day life in popular social networking website such as
Twitter,Tumblr,Facebook,Instagram,Snapchat,Whatsapp,LinkedIn,Youtube. Peo-
ple who post their messages those are writing about their life,share opinions on
various topic and discuss about current incident. Now-a-days every big and small
company are joining the social networking site to share their product and try to
know the reviews of the products from the consumer. They can use those reviews to
research public opinion about their product and their company.Consumers can also
use sentiment analysis for researching about product or services before consumers
are making a purchase.

According to research [? ] ,Facebook,which is the most famous social network
where users like 4 million post in every minute and 250 million post in every
hour.Another social networking site Instagram generates 1.7 billion likes from user
in a single minute.Twitter is the second biggest social networking platform after
Facebook which generates 347,222 tweets every each minute and 21 million tweets
per hour.On the other hand,Snapchat users share 284,722 snaps every minute.

Because of a huge amount of data generating from the twitter,it has become
very popular and has grown rapidly as a microblogging social networking website.It
also creates an opportunity for data mining and sentiment analyses based on users
tweet.Since sentiment analyses are part of the data mining that can observe public
educe about various topic and product.It may analysis what people think about
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their business products and quality of the products,brands,strategies of pricing and
is it trendy?.

We are choosing Twitter for sentiment analysis because of it offers the op-
portunities for the tenderness of enunciated disposition.Twitter is limited to 140
characters of text that’s why users can explain their brief ideas via a short mes-
sage.The sentiment analysis is useful in several ways and contains many branches
of computer science such as Natural language Processing,text mining,Information
theory and coding,machine learning.The main aim is to identify the sentiment of
the tweet by defining positive and negative polarity where tweets are collected
by using Twitter streaming API from twitter.From the sentiment, we can show
the comparison between two most popular mobile phone device ”iPhone” and
”Samsung”

1.2 Twitter

Since twitter is the second biggest social networking platform where people can share
his/her opinion via a short message within 140 character.People can communicate
with other people all over the world with many short message in twitter is called
tweets.According to twitter website[2] maximum 140 characters of text is the perfect
length for sending status from users.Furthermore,people’s names are reserved by
20 more characters.To upload tweets and follow other member to know the update
about the latest news users must be signed up into service and register for free
account.Users can sign up for free account to go the official website of twitter which
is https://twitter.com/.

Now-a-days social networking websites are not limited only to the website access
but also users who can involve and interlude with services those are coming through
smart user.According to Twitter usages survey,there are 80% of active users are
using Twitter on mobile.The present CEO of Twitter Jack Dorsey try to collaborate
inquisitive,productive and creative people all over the world.

Twitter works with several section in their community by building up an open
platform which is maintained by a skilled executive team.Business,Developers,help
and marketing these are several section where people can advertise their prod-
uct,company can analyses about their product,consumer may helped by their
decision making to purchase a product.In every minute,user’s generated data is
creating many opportunity for marketing and advertisement.Many companies are
using Twitter to keep people’s opinions on Twitter about their offers and deals.In
textual context of user’s tweets has built up a relationship with two meta-data
that are ”entities” and ”places”.The entities are provided by the user.User’s can
mention other users in own tweets by including @ sign that followed by their
username is called the way of representation of entities.It also contains hastags(#)
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and URLs(https://).
An important part of the twitter is Terminology which teaches users about

features,access and functionality of the service and also teaches how to use it in an
efficient way.Basically @ sign is used to call someone username in tweet or send a
message to that user.For an example Barack Obama is @BarackObama[3].Another
popular symbol which is used on Twitter is called hashtag(#).It may help users
to categorized messages with the # sign which is followed by the related keyword
based on its context.Hashtags can be placed at anyplace in the tweet and by using
Twitter search it enables better search.

Twitter also supports sending private messages among the users to ensure
privacy and security which service is using most of the social networking platform
such as Facebook,Viber,WhatsApp.In Twitter this messaging services added extra
value of microblogging.

”♥” This Button shows the positive reaction towards the tweets.There are
several button to comment,Retweet and to send direct message.People can see
other users tweet in their personal Twitter accounts is known as ”following.Those
people who receive your Twitter update is called ”follower”.Geotag is used in order
to know about the location of the creator during posting tweet.In every posted
tweet comment option comes whereas follower can give their reaction and response
favour or against that tweet.Retweet option is also a part of every message.By
retweet creator can share the tweet with followers.

1.3 Sentiment Analysis

Sentiment analysis is known as opinion mining,opinion extraction,subjectivity
analysis or emotion AI.Sentiment analysis is a existent research area in data
mining.It is the stem of natural language processing, text analysis, computational
linguistics, bio-metrics,machine learning methods.Sentiment analysis is an important
source which is applied to the voice of customer materials.Sentiment analysis can
be extracted,evaluated and identified from the reviews and survey responses, online
and social media, and health-care materials.Basically it deals with the user grasp
about individual fact.

peoples are sharing their ideas,thinking,opinion with a short message via different
blog and social networking platform that brings new scope for developing creative
customer service solutions.Sentiment explains analyses of data which is extracted
by different technologies and data mining techniques.Now-a-days most of the
people all over the world are connected with social network platform such as
Facebook,twitter,LinkedIn,reddit where users can express their opinion on particular
product,service,brand,political,sports etc.

Insights from the sentiment analyses the company have got idea about the
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product how positive or negative are people,political parties can be known how
much people support their work,Social organizations and NGOs companies can
know people’s opinion by questioning.These sentiment analysis is evaluated by
classifying the polarity of a text at a document.The classifier is evaluating a
document by positive,negative and neutral polarity or showing emotional states
such as Happy,sad,angry.
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Chapter 2

Related Work

2.1 Related Work

In this chapter,we are shortly introduced with some data mining or sentiment
analysis of Twitter data techniques.The advantage of web technology and its
growth a huge bulk of data appear and generated in the web from internet
users.Social networking sites have become a platform for online learning,sharing
opinion,thinking,ideas where people can share and express their views about affairs
and making discussion with various communities across the world.There are several
techniques have already introduced to sentiment analysis of twitter data which helps
to analyze the information in the tweet.At end of the every techniques sentiment is
expressed by showing positive and negative polarity of tweet.

2.1.1 Construction Of Word List

According to this research paper[4],This is the simplest sentiment analysis techniques
where compares the words of a posting contrary to a labeled word list where every
word has scored for valance.”Sentiment lexicon” and ”affective word lists” helps
to score for valance of each word.ANEW which is ”Affective Norms for English
Words” that is developed before advent of opinion mining and microblogging.

Finn Årup Nielsen proposed a new word list that gives better performance
than ANEW.According to SentiStrength algorithm,there are two approaches to
sentiment analysis.One is the label text data uses supervised machine learning to
train & classify the polarity of new texts.Another technique creates a sentiment
lexicon and scores that explain how the words and phrases of the text is matched
with the lexicon.In SentiStrength software,there are many labeled word lists such
as ANEW,General Inquirer,OpinionFinder,SentiWordNet and WordNet-Affect.

Finn Årup Nielsen constructed a new word list with sentiment strength and the
subordination of internet slang & obscene words.This method has used for Twitter
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data sentiment analysis.To create labeled language data,researchers are using
AMT(Amazon Mechanical Turk).AFINN-96 is a word list which has distributed on
the web with 1468 different word with a few phrases.SentiStrength uses a scoring
range to score the labeled data which is -5 to +5 where (-5)is strong negative and
(+5) is strong positive.To discover relevant word Finn Årup Nielsen used Microsoft
web n-gram.Sentiment Strength is obtained from SentiStrength by using its web
services and converting the positive and negative sentiment by selecting a large
numerical value.If the the magnitude of the positive and negative sentiments are
equal that would be clustered as a zeroing which is called neutral.

Each tweet has been rated 10 times and each rating has a sentiment strength with
an integer between 1 to 9 where 1 is assuming as negative and 9 is positive.Finn Årup
Nielsen identified 15,768 word from 1000 tweets where 4095 words are unique.From
4095 words only 422 word hits his word list which contains 2477 and ANEW hits
only 398 word of its 1034 words.General Inquirer hits only 358 word of its 3392
words and OpinionFinder hits only 562 words of its 6442 words.

CombinedSentimentStrength =

∑
V alencesoftheword

NumberofWord

So,the newer method is implemented in SentStrength which is using a range of
techniques,detection of negation and handling of emoticons & spelling variations.

2.1.2 Lexicon-based and Learning-based Methods

In this paper[5],a new entity level sentiment analysis method is proposed for Twitter
data where sentiment analysis on entities those are products,organizations and
people.They claimed that their method could give high precision and low recall.The
proposed method is combining lexicon-based and learning based method.

By using lexicon-based approach in any document or any sentence, the sentence
polarity can be determined whether it is positive or negative via some function of
opinion word which is called opinion lexicon.Opinion lexicon is a dictionary which
contains opinion word to determine & identify the sentimental prediction such as
positive,negative and neutral. In their proposed technique,at first they are crawling
tweets from Twitter.Then preprocessing the tweets by cleaning noise data such as
”RT”,external links,user names before sentiment analysis.Then detect the type of
sentence those are Declarative,Imperative or Interrogative sentence.The semantic
orientation in any sentence or document explain that the infer of opinion or sentence
is either positive,negative or neutral.Another way the semantic orientation is a
determination of subjectivity and opinion in any document.In opinion rule section
state that implication within expression on the left and implied opinion is on the
right.
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At learning-based method,they train a sentiment classifier to give sentiment
polarity and also classifies new tweets those are opinionated.The positive and
negative tweets are using as training tweet.Then empirical evaluations determine
the comparison between ME,FBS,AFBS,LLS,LMS.At the end of this method,the
analysis on sentiment according to work on Twitter data which improves the
re-call,F-Score and output forms.

2.1.3 Naive Bayes Algorithm

Naive Bayes algorithm is another approach to analyze the sentiment on Twitter
data.Naive Bayes algorithm build a Naive Bayes classifier to train and test the
ingredient & also determine the sentiment polarity.

After fetching tweets from Twitter API the data should be preprocessed then
Chi-squared test used to select feature by finding score words.Then sentiment
scoring module is using Naive Bayes classifier to classify tweet as positive or
negative[5].The classifier is followed Bayes theorem,

P (c|p) =
P (p|c) ∗ P (c)

P (p)

where c is class & p is predictor,P(p—c) is the probability of predictor.P(c—p)
is the probability of posterior where c in conditioned on p that means class holds
true given the value of p.

The accuracy of the classifier is calculated by

Accuracy =

∑
Positive +

∑
Negative

Totalnumberofwords

Where Positive is number of tweets identified as positive & Negative is number of
tweets identified as negative.

2.1.4 Machine Learning Approach

Machine learning based technique uses some features of classification technique to
train the classifier to classify the sentiment perceive unigrams or bigrams.There
are two types of machine learning techniques which is unsupervised learning and
supervised learning technique.

The unsupervised learning approach doesn’t consist of a category & it doesn’t
provide correct output at all according to rely clustering.

The supervised learning approach is based on label datasets which are trained
to provide meningful outputs.To supervise the learning approach,apply Naive Bayes
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algorithm,maximum entropy & support vector machine which helps to achieve great
success in sentiment analysis.In machine learning technique,two types of datasets
are needed:

1. Training set

2. Testing set

Machine learning is starting with collecting train dataset and apply a classifier to
train the dataset.When supervised the sentiment classifier then it selects feature to
decision make.Term frequency & their frequency,Negations,Part of Speech informa-
tion and Opinion words & phrases features are using in sentiment classification.
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Chapter 3

Proposed Work

Figure 3.1: Architectural overview of proposed work
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3.1 Natural Language Processing

From the starting of computer uses,programmers have been trying to write program
that can understand language such as English.Basically computer doesn’t under-
stand the language in the way that generally humans do.But now-a-days they can
do a lot.The process of reading and understand the language is very complex for a
computer.Natural Language Processing(NLP) has done it in efficient way where it
also deals with text analysis,data mining,spell correction,subtract unwanted symbol
& word,create spam classifier and machine translation.

So the Natural Language Processing can be taught our computer to understand
as language used by humans.Twitter sentiment analysis can be implemented by
using data mining technique with Natural language processing.To create solution
with NLP needs some processing tools to understand the language.Natural Language
Tool kit(nltk) is open source libray which is developed in python to apply NLP
techniques.These tools are containing necessary tools to text process and sentiment
analysis.

3.2 Introduction to Numpy

NumPy is a linear algebra library or fundamental package for scientific computing
in python.Almost all of the libraries at pydata ecosystem in python depend on
NumPy.If you have Anaconda,you can install NumPy by going to your command
prompt by using ”pip install numpy”

It contains a powerful N-dimensional array object,many broadcasting func-
tions,using tools for integrating C/C++ and Fortran code.It can be used for linear
algebra, Fourier transform, and random number generating.At NumPy array has
two component i.e Vector & Matrix where vector is 1-D and matrix is 2-D.

3.3 Introduction to Pandas

Pandas is a powerful data analysis python toolkit.This is a software which is written
for python to data manipulation and data analysis.It provides fast,flexible and
expressive data structures.Pandas is well suited for tabular data,arbitrary matrix
data & observational or statistical data sets.

Pandas does well to handle missing data,automatic & explict data align-
ment,column insertion & deletion,easy to convert python & NumPy data structure
into data frame object.
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3.4 Tokenization

At Natural Language processing pipeline,the first step is sentence Tokenization
& second step is word Tokenization.In the first step,the document will split with
separate sentence.Then it will be easier to a programmer to write a program that
can be understand a single sentence then understand the whole sentence. In the
second step,the sentence break into separate words which is called ”token” & the
process is called Tokenization.

Input: Each new language presents with some new issues
Output:”Each”,”new”,”language”,”presents”,”some”,”with,”new”,”issues”

This is an easy way which is done with English.It will split apart word when it gets
space between words.

3.5 Stemming

Stemming is an important concept of Natural language Processing that comes when
extracting some features out of mere sentence or corpus of a lot of sentence.The
process of stemming in any sentence the inflected word is reducing to their base or
root form.

Suppose there are some word which occurs inside different sentence in a docu-
ment such as ”Intelligently”,”Intelligence”,”Intelligent” the base form of those word
is ”Intelligen”.Another way ”goes”,”going”,”gone” is converted into ”go”.This is
called stemming.So,we are not duplicating different words when we have the same
word in different forms.We are not taking those word as different words rather than
we are taking those word as same word.It takes less time to analysis a sentence or a
document.Stemming is used where meaning isn’t important such as spam detection
in a content.We can import library from nltk by using

import nltk
from nltk.stem import PorterStemmer

3.6 Lemmatization

In previous section which is talking about stemming we can see a base or root
form is ”Intelligen” that doesn’t make any meaning.So,we can figure out that
intermediate representation of the word may not have any meaning.When working
in a computer with text,it helps to know the root form of the word which explain
that the different sentence are explaining the same concept.
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So the lemmatization is same as stemming but intermediate representation of
word in base form which has contained some meaning.If you are doing some kind of
analysis where meaning is important then you can use lemmatization.It takes more
time to analysis and this process is using where meaning of a word is important
such as question answering applications.We can import library from nltk by using

import nltk
from nltk.stem import WordNetLemmatizer

3.7 Stop Word

Many different words that appear a lot of times in different sentences such as
”and”,”The”,”a”,”be”,”to” etc these are the common word whether those words
have pretty much no meaning when extracting any features from any sentence and
creating a lots of noise since they are appearing more frequently than other words
in a document.These common words are called stop words.

So stop words have no meaning because they are not able to express any special
meaning based on some specific context.so when we are doing sentiment analysis
these words have no impact on sentiment whether the sentiment is positive or
negative.This is the reason in most of the cases we really want to remove these
different stop words to get better performance.You can download stop word package
by using

import nltk
nltk.download(’stopwords’)
from nltk.corpus import stopwords

Basically stop words are identified from the list of known stop words & there is no
standard list of stop words which is suitable for all application.It can vary upon
depending on your application.

3.8 Parts Of Speech Predicting

In this pipeline,program is looking each tokenize word and gives its part of
speech.Knowing the part of speech of each word in the document will help to
understand what the sentence is talking about.The model of par of speech was
trained by millions of English sentence with its each word’s POS so that it can
learn the behaviour of that word.After Tokenization each tokenize word can show
their POS by using

nltk.pos− tag(words)
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The meaning of Part of Speech in NLTK:

• CC means Coordinating conjunction

• CD means Cardinal number

• DT means Determiner

• EX means Existential There

• JJ means Adjective

• JJR means Adjective, comparative

• JJS means Adjective, superlative

• NN means Noun, singular or mass

• NNS means Noun, plural

• NNP means Proper noun, singular

• NNPS means Proper noun, plural

• POS means Possessive ending

• RB means Adverb

• RBR means Adverb, comparative

• RBS means Adverb, superlative

3.9 Named Entity Recognization

By using NLP,we can extract a list of real-world from a document.Named Entity
Recognition is used to detect and label the noun word with the real world con-
cepts.This is using in the context to find out how a word appears in the sentence
and it gives a statistical model to guess which type of noun appears in a word.

A good Named Entity Recognition can identify the ”Brooklyn Decker” as a
name and ”Brooklyn” as a name of place.NER system can tag some kind of object
those are given below

• People’s Name identify

• Company’s Name identify
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• Product’s Name identify

• Geographical Location for both physical and political

• Event’s name

• Display Date & Time

3.10 Text Modeling

Natural Language Processing is the subarea of computer science and artificial
intelligence which refers the normal language that we use to communicate to
converse language which will understand computer such as computer code.In
natural language processing,Text modeling which is also called statistical model to
use for discovering the abstract from the document.Basically Text modeling is using
as a text mining tool to find out semantic structure from a text body.We are using
some text model to evaluating sentiment analysis by building a classifier.We are
testing by two model to train & testing the classifier which gives us more accuracy.

• Bag of Words

• TF-IDF Model

3.10.1 Bag Of Words

In Natural Language Processing,Bag of Words is a representation of a sentence or
a document as a multiset of its words without following any grammatical rule or
words order and keeping those words in multiset as a multiplicity.Where multiplicity
is a member of multiset that counts how many times the words appears in multiset
& represent its as a binary number.If the word presents in the sentence from the
whole corpus then it will give one otherwise it gives.And it will make matrix.

Bag of Words(BoW) is an algorithm which is calculating the number of times a
words appear in a document.Those word counts give us a infer to compare between
the document and gauge how much similarity presents in those document.The
Bag of word can be used to document classification & text modeling.We can feed
this model to any machine learning algorithm to analyze any sentence or any
document.We can follow this process to classify a huge corpus of data.Example:

Here is given two sentence:

• Today is going to rain.

• I am not going today
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So we need to convert all these different sentences into an intermediate presentation
on a model and then we can feed that model in any algorithm to do any kind of
analysis.In above,we have already removed the different punctuation marks which
isn’t necessary.Now we will convert all sentence into lower case

• today is going to rain.

• i am not going today.

Now Create a Bag of words from the document of different sentence:
Bag of Words

Words/Documents going is to today i am rain
sentence1 1 1 1 1 0 0 1
sentence2 1 0 0 1 1 1 0

So, in the columns there are all the frequent words and in the rows there are
all the different documents and ones and zeros corresponding to whether the word
appears in the document or the word does not appear in the document.

3.10.2 TF-IDF Model

TF-IDF means Term Frequency-Inverse Document Frequency.Before discuss about
TF-IDF,we have to know what’s the problem that appears on the BoW model
which is explained on the previous section.We will build a model which is more
efficient compared to the Bag of Words models.We have already see, there are
different words in the different documents and the word appears in a document we
will put one over model and if word does not appear in the document then put a
zero.So this is the logic of the whole bag of words.Let’s find out the problem

• It gives all words have the same importance.

• It doesn’t preserve any semantic information.

So,when we feed this model into the machine learning algorithm then the machine
will be confused that all words have the same impact on the document.Suppose,The
girl looks pretty then the word ”pretty” is important in this sentence.So,we can
improve our Bag of Words model by using ”TF-IDF” Model.

Term Frequency-Inverse Document Frequency is numerical statistics that im-
plications how important a word in a collection of document.It measure relevence
not frequency.Where TF(Term Frequency) is a frequency of a particular word in a
particular document.
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TermFrequency, TF =
NumberofOccurencesofWordInDocument

NumberofWordsInThatDocument

And IDF(Inverse Documnt Frequency) isn’t calculated per document rather
than it’s calculated for the whole document & it is the inverse document frequency
of a word in the whole documents.It gives a single idea each of the word.

InverseDocumentFrequency, IDF = ln
NumberOfDocuments

Numberofdocumentscontainingword

So,

TF − IDF = TF ∗ ln
NumberOfDocuments

NumberOfDocumentsContainingWord

It also represents by

TF − IDF = TF (Document,Word) ∗ IDF (Word)

Example:Taking two sentence

• today is going to rain.

• i am not going today.

The frequency of most frequent word:
Frequency List

Word Frequency
today 2
is 1
going 2
to 1
rain 1
i 1
am 1

Now the Term Frequency for each of the different words in the histogram of
frequency:
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Term Frequency
Word Sentence1 Sentence2
today 0.2 0.2
is 0.2 0
going 0.2 0.2
to 0.2 0
rain 0.2 0
i 0 0.2
am 0 0.2

According to formula of Inverse Document Frequency the IDF values are:

Inverse Document Frequency
Word IDF Values
today 0
is 0.693
going 0
to 0.693
rain 0.693
i 0.693
am 0.693

Now we have the values of TF & IDF model.Then calculating the final value of
TF-IDF model which is given below

TF-IDF Values
Words/Documents going is to today i am rain
sentence1 0 0.14 0 0.14 0 0 0.14
sentence2 0 0 0 0 0.14 0.14 0

The bag of words contains only zeros & ones.But this model contains zeroes
because of the idea of values but it contains these fractional values also such as
0.14.So when we are doing it on a huge corpus of data we have this bunch of
decimal values and if we look closely at these different values then we will be able
to find out that most of the important words in the whole document have a higher
value and the higher fractional value of a document.So the word ”rain” is a very
important word in our two document corpus So it has a very high value which
is 0.14 & so on.So you can see in the word ”going” is a very common word right
because it appeared in all the documents.So it got the lowest TF-IDF value which
is zero.So similarly in this way in the TF-IDF model can give more importance to
some specific word and that is the reason why this model is extensively used in
case of text classification are in our opinion mining and many other applications.
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3.10.3 Training and Testing Classifier

In Twitter a lots of user posted tweet those are messy,unstructured & sometimes
that tweet doesn’t contain nonsensical meaning.The challenging part is extracting
data from messy,unstructured text that doesn’t follow any grammatical rule and
analyzing its grammatical structure.

Now look at an user review which is one of the most common type of data
you want to parse in the computer.Here is given an public tweet about Samsung
Electronics Gadget.

Figure 3.2: Tweet

From the screenshoot,you could automatically understand that it is a positive
tweet about Samsung electronics gadget.So how can we write a program for this
text that will understand & give a positive feedback or sentiment among this
tweet.To get the sentiment of this tweet we set up a linear classifier that takes in
word.The text of the tweet will be the input of the classifier.The output will be
’0’ or ’1’ where ’0’ stands for negative tweet & ’1’ stands for positive tweet.If the
tweet is positive then the classifier gives the feedback that the tweet has a positive
sentiment otherwise it gives a negative sentiment.We can explain it by a flow chart:

Tweet extracting from Twitter

Text Classification Model

Sentiment Prediction either ’0’ or ’1’
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If the classifier can understand the text and reliably predict the correct sentiment
that means the classifier somehow understand the overall meaning from extracting
tweet.The classifier isn’t similar to the human intelligence but even if it gives the
prediction which is approximately or better than human intelligence then it doesn’t
matter.To get better accuracy from our classifier we need to train up our text
classification model.When the model is perfectly trained then we can use this model
to make prediction for next text document.

I love iPhone

Text Classification Model

’1’

In chapter 4,I am discussing about text classifier model broadly to predict
sentiment from extracting tweet.
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Chapter 4

Twitter Sentiment Analysis

4.1 Setting up Twitter Application

Access to the Twitter service by using two methods those are Streaming API
and REST API.Streaming API provides the access to get service when tweets are
fetching as a continuous stream of information.Rest API is using in representational
state transfer.Basically we are using Streaming API for collecting data from Twitter
to analyze sentiment on Twitter data.

In order to collect data from Twiiter,we need to create a Twitter applicatn
that will helps to obtain access token,consumer key,API secret.To access data
from other services without any credential we need to open 0Auth that provides
the capability.At first,after getting access token to create a new application from
Twitter Application Managment.

Figure 4.1: Twitter API Account
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4.2 Twitter Credentials

In Twitter,there are four credentials those are Consumer Key(API key),Consumer
Secret(API Secret),Access Token and Access Token Secret[9].These four credentials
provide everything for Twitter data mining to authorize and create an API request
on behalf of its owner. API key and Secret provides the access level to write and
read Twitter data.

Another two credential Access Token & Access Token Secret are used to create
an API request to twitter service from owner ID

If you want to regenerate or revoked your Application Actions or Token Ac-
tions,you can easily regenerate from the application.
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4.3 Streaming Connection

When credentials are successfully obtained by application management or Streaming
API.At first we have to create a connection with Twitter API to collect tweet from
Twitter in order to analyze of each tweet & their attributes.

At first we are importing some library to access one module of python code
from another module.The import system helps to invoke the import machin-
ery.Basically,the import statement combines of two operationd.At first,it searches
for the named module then it binds the results of search to a name into a local
variable.

Here we are importing ”Tweepy” to consume Twitter’s API.And ”import re”
for Regular expression which specifies a collection of string matches with the given
regular expression.Then ”import pickle” is used to serialize python object.”import
pandas” uses to handle data and ”import NumPy” uses for computing number.

For Plotting and visualization, some another library those are ”import dis-
play”,”matplotlib.pyplot”,”seaborn”

From tweepy import 0AuthHandler to create object auth in order to set up
authentication and have to be passed Consumer Key & Consumer Secret to
0AuthHandler.It will successfully authenticate our set up when set access token is
setting up ”Access Token” & ”Access Token Secret”
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So, when we have built a Twitter application that by default the access
tokens and access secrets are not generated.After generate Access Token and
Access Token secret and pass it over auth.set access token(ACCESS TOKEN,
ACCESS SECRET) then it can fetch tweets from Twitter.

4.4 Fetching Real Time Tweet and Creating Data

Frame

For analyzing data we need some sample of tweets.And we created two object those
are ”args” & another is ”api”.Now we are going to fetch some sample tweet from the
Twitter corresponding to ”Iphone”.We are going to fetch the top hundred recent
tweets about Iphone from Twitter.The process of the collecting and analyzing
tweets is one of the most important part of data mining.And collected Tweet from
Twitter store in a dataset which is human readable dataset.At first, we declare the
list which is called ”list tweets” and it contains all the 100 tweets about Iphone.

All fetched tweets are printed in console which is given below

To show the storing tweet in dataframe of ”list tweets” creating a pandas
dataframe
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Internal Method for a single tweet:

The internal method represents the meta data which contained in a single
tweet.If we want to know the geotag or source of creation & the creation time and
date.

We have already known that Twitter is supported only 140 characters to give
any opinion or posting any tweet on Twitter.Now we create a dataframe a list of
the tweet with its length.
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4.5 Setting up the Classifier

The classifier is a part of machine learning approaches which are analyzed on
the Twitter dataset.Tweets were fetching from Twitter & stored in a database
which also called dataframe.To predict the sentiment of a text we need to build a
classifier.we are going to fetch data from an external source the preprocess that
data.After that create an intermediate representation of that data and finally use
that data to train machine learning classifier and that classifier would be able to
predict whether a given sentence is positive or negative.Now we are going to use
our classifier to classify real time tweets from Twitter & this classifier will take
the classification is an application of natural language processing by which can
create a model and that model is able to classify human language into different
classes.To build the classifier we need some data and using Cornell sentiment
analysis data set[8].I have downloaded this datasets.This is a polarity data set
which contains about five thousand three hundred and thirty one positive and same
number of negative datasets.Now we need some bunch of different libraries to build
the classifier.
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Now importing the dataset from the downloaded file which must be in the same
folder in python code.This file is going to generate two classes which are X & y.For
a neg from the downloaded dataset that it will generate a class zero for a pos from
the downloaded dataset it was generated class 1.So when the files are loaded,we
need to separate the class and the document and the documents to be in a separate
list.Also the corresponding classes to be in another list.Those are X & y where X
stands for the list of data set and y stands for the polarity of the each data of the
dataset.

Now we are going to persist the data set since we are only doing the text
classification on about 2000 dataset.If we want to do the classification on about
50000 dataset and it will take more time.So,we are using less dataset so that the
process will be faster.Now store the data set as a pickle file where pickle is using to
serialize or de-serialize the python object.Basically,it converts any python object
into character stream.At first pickle is serializing the dataset then it writes to a file.
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Then Preprocess the dataset and create a dataset which named is corpus.This
corpus contains all the data in a pre-processed manner.

Pre-processed dataset:
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Now create a bag of words model and build TF-IDF model as the improve-
ment model of bag of words and the reason was discussed on previous sec-

tion[3.10.1][3.10.2].

TF-IDF Model:

The values of TF-IDF model gives us an idea about which words are important
in this document.

Now we are going to split our dataset into a training set and a test dataset.We
have 2000 different documents out of these two thousand different documents we
want to use some documents for training and rest of them for testing.We will use
about 16 hundred different documents to train the model and about 400 documents
to test them on a performance.The whole dataset splits for training by using
”Skillern” Python library.
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Now see the data set of training and testing:

Here,the testing text & training test contains about 400 rows and 2000 features
so the number of features is obviously constant but there are some varying number
in rows. Another important tool is logistic regression which is used to build a
classifier to predict the sentiment of a tweet or a document.Basically Logistic
Regression has been done some job those are

37



• It calculates the coefficient values.

• Every new sentence are given a point by calculating coefficient values.

• If the point is greater than 0.5 then the sentence will be predicted as positive
sentiment otherwise it evaluates the sentence as negative.

So,we are going to train our model using the text train and the sent train and use
logistic regression algorithm to create the whole classifier.

Now,We have used this logistic regression class and created an object to train
our model and evaluate how efficient or accurate our model performance is?To
evaluate the accuracy of our model create a confusion matrix according to 400 test
data

Where row stands for the predicted value and column stands for the actual
value.The confusion matrix evaluates that 168 sentence are negative where our
model also predict those sentence as negative and 21 actually negative but our
model predict as positive.On the other hand,171 sentence are positive where our
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model also predict those sentence as positive and 40 actually positive but our model
predict as negative.

Now create pickle for ”TF-IDF Model” and ”Classifier” those TF-IDF model
and classifier using in core code of sentiment analysis.

4.6 Preprocessing the Tweets

In previous section,we have built an classifier to predict the sentiment.Now we are go-
ing to use that TF-IDF Model & Classifier from ”tfidfmodel.pickle”,”classifier.pickle”.

Now preprocessing the dataframe of ”list tweets” accroding to Natural Lan-
guage Processing.The process of NLP was elaborately discussed in the previous
section[Chapter:3]
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4.7 Sentiment Analysis

We are fetching 100 tweets on iPhone from Twitter.By using our classifier model
we are going to predict sentiment according to each tweet.By using NLP pipeline
we cleaned redundant information and stop word for the sentiment analysis. To
predict sentiment now we are using ”vectorizer” and ”classifier” which is ”clf”
object which is created from the ”tfidfmodel.pickle” and ”classifier.pickle”.Natural
Language processing is a combination with regular expression that helps to build
an algorithm which can pre-process dataset with stored tweets.

Now,we use the vectorizer and the classifier to predict the sentiment correspond-
ing to each of the tweets.

I will have to bring both the tweet and the sentiment.
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Now we are going to take a sample of a tweet in order to evaluate the sentiment of
the tweet.And check our classifier model whether does it give the correct sentiment
among a tweet.

Here we can see that ’@’ which is redundant information and also see many
unwanted punctuation in this text to evaluating sentiment analysis.After repressing
the tweet we can get the sentiment of this tweet.

Here ”@” is removed from the tweet and ’,”.....’ these punctuation are also
removed.Our classifier model predicts the sentence as a positive sentence & gives
the polarity ”1”. where we can also identify the sentence actually positive.Let’s see
another tweet

In this tweet,an emoticon is used since we are not analysis our tweet according
to emoticon so the NLP pipeline clean this emoticon and using many redundant
words in this tweet such as ”https://t.co/c1yNjARvif” which is converted into
”ynjarvif” by preprocessing the tweet and this word doesn’t mean anything so
TF-IDF model would give zero.

Here our classifier model predict the sentence as a negative sentence by giving
’zero’ polarity.If you educe the sentence you may see that the user want to say
about another deviece or object which is better than iPhone.So,the tweet actually
express a negative statement about iPhone.
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4.8 Plotting The Result and Accuracy of our

Model

We are going to plot the number of positive tweets compared to the number of
negative tweets right.Then the ratio of positive tweet & negative tweet according
to fetching 100 tweet is given below by plotting a Bar Diagram

For better view we are going to plot the result in Pie-Chart:

Where ”blue” color represents the positive tweet and ”red” color stands for
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negative tweet.

Design a architecture which is going to be classified with positive and negative
tweet:

Tweet

Features

Classifier Model

Natural Language Processing

’Sentiment Label’

Accuracy :

Accuracy For min df=1
Max features min df max df Accuracy(%)
2000 1 0.1 78
2000 1 0.2 79
2000 1 0.3 81.5
2000 1 0.4 82.75
2000 1 0.5 84.75
2000 1 0.6 84.75
2000 1 0.7 84.75
2000 1 0.8 85.25
2000 1 0.9 84.75
2000 1 1.0 84.25

Here,the max features mean how much most frequent words can be generated
as features in our histogram.min df means minimum document frequency where a
selected word can be appeared in all of the document less than or equal given times
.max df which is maximum document frequency in percentage where it excludes
all the different words that appeared in that percentage of the document or more
than.
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Accuracy For min df=2
Max features min df max df Accuracy(%)
2000 2 0.1 78
2000 2 0.2 79
2000 2 0.3 80.75
2000 2 0.4 82.5
2000 2 0.5 84.75
2000 2 0.6 84.5
2000 2 0.7 84.75
2000 2 0.8 85.25
2000 2 0.9 85
2000 2 1.0 84.25

Accuracy For min df=3
Max features min df max df Accuracy(%)
2000 3 0.1 78.25
2000 3 0.2 79.25
2000 3 0.3 81.25
2000 3 0.4 82.75
2000 3 0.5 84.75
2000 3 0.6 84.75
2000 3 0.7 85
2000 3 0.8 85
2000 3 0.9 85
2000 3 1.0 84.25

According to our built model,we can get 85.25% highest accuracy.In our analysis
we are taking
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Chapter 5

Comparison

5.1 Comparison

In this chapter,we are discussing about our analysis which was on Twitter data by
using Natural language Processing.Now we are going to represent some comparison
between two device those ”iPhone” series and ”Samsung” note series according to
our analysis.

Now,We are fetching 1000 tweet for iPhone and Samsung then Calculate the
total positive and negative sentiment for both devices

Here,we can see the iPhone phones are more popular than Samsung Phone.

But when we are taking 100 tweet for iPhone and Samsung then let’s see what’s
happened in the comparison:

Here,we can see that the Samsung phones are more popular than iPhone. But
The result doesn’t create any infliction,It just gives infer about the sentiment
analysis.If we work with a large number of datasets then possibly we will get a
higher accurate result rather than working on less datasets.To get better understand
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and visualization,we are going to plot different sentiment according to number of
collecting tweet such as 50,100,500,1000 respectively.
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Two companies have launched many phones within a year.Some phones have
taken more popularity then other company’s phone and it varies phone to phone.So,its
difficult to say one company is more popular than other company because the ratio
of positive and negative tweet among two phones isn’t extreme.But we can say
both two phone company are more popular than other phone company.

There has been a lot of process to sentiment analysis on Twitter or other
social networking platform and there are also using many classifiers to predict the
sentiment.At the beginning of sentiment analysis, we worked with a built-in Python
library which is ”Textblob”.But when we able to analysis the same data by using
Natural Language Processing then we have found some problem and also found
some wrong prediction from ”Textblob”

Sentiment analysis by using Python ”Textblob” library
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Extracting Tweet with Sentiment:

Here,we can see that a lot of redundant words & objects are being generated
from Twitter API those have no actual meaning to give a sentiment.Now tweets are
generated with a sentiment by using Natural Language processing is shown below:

From previous extracted tweet which was polarized by ”Textblob”library,we
are going to take one tweet as a sample to compare:
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In this tweet,it’s complicated to find out the actual sentence to predict wheather
the sentence is positive or negative because ”@Firefighter1613”,”@ijustine”,”@UrAvgConsumer”,”https://t.co/lDhHf7Imnv”
those aren’t containing any information or meaning. But using Natural Language
Processing we have found the same sentence as ”what beautiful collection of vintage
apple” which is highlighted in below figure.

This sentence is cleaned by NLP pipeline and understandable to classify weather
the sentence is positive tweet or negative.Another faced problem is given below:
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These tweets are extracting from twitter API for ”iPhone” by using Natu-
ral Language Processing where the tweets are preprocessed and evaluates their
sentiment according to classifier model.

Now the same tweets are extracting from Twitter API for ”iPhone” and de-
terminate the sentiment in order to use Python ”Textblob” library which library
is being used to sentiment analysis.Here some tweets are highlighted from both
lists of collecting tweet.Where NLP evaluate those tweet as positive whether the
”Textblob” predicts as negative sentiment against those tweet.From highlighted
tweets,a single tweet is taken which is ”Samsung Nigeria tweets update using Apple

50



iPhone”.This tweet is actually a positive tweet for ”iPhone”.According to NLP,
it gives positive sentiment but the ”Textblob” python library which stands for
sentiment analysis that predicts the sentence as a negative tweet.Another tweet
is ”How to Wake Up to a Weather Forecast on Your iPhone’s Lock Screen”.This
tweet is actually positive and NLP also evaluates the tweet as a positive tweet by
given value ’1’ but ”Textblob” predicts the wrong sentiment.
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Chapter 6

Conclusion

6.1 Conclusion

The purpose of our analysis on Twitter data to show how consumer can make
their decision to purchase a product with their satisfaction.Multi-national com-
pany,Entrepreneurs who want to open a new business,marketers and firms can
use our proposed method accordingly Natural Language Processing to sentiment
analysis on data and understand about their customers,products,services and user’s
need.In this paper,we represent our proposed work by a block diagram[Chapter:3].
Natural Language processing is one of the best approach to analyze sentiment.The
built classifier for this work can be utilized as a data analysis tools in NLTK.The
result is represented by plotting a bar diagram and also show in a Pi-chart for
better visualization and understand.From the outcome of sentiment according to
two mobile phone company,we have shown which mobile company is more popular
than other.

6.2 Future Work

In future,we will work for building a Business Intelligence which can give a decision
about the success or failure of a product.In our proposed work,we used a dataset
which contains 2000 features and to build up classifier model we used some data as
testing and others are being used as training.Since the maximum features of our
dataset is 2000 so the training & testing datasets are static.If any new word comes to
our model to predict sentiment then it may confused.So we will build an algorithm
which can build their classifier model dynamically.If any new words come,the model
will train the classifier by itself.The calculation of sentiment analysis can be more
weighted by using the internal attributes of a tweet & its posterior such as their
social status,job,designation,salary,previous history.
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