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Abstract

In breast cancer field early detection of breast cancer can provide potential advantages in
the treatment of this diseases .Data mining algorithm can provide a great assistance in
prediction of early age breast cancer that has always been an challenging research
problem. The main objective of this research is to find how precisely can this data mining
algorithms predict the probability of recurrence of the diseases among the patients on the

basis of their clinical data.
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Chapter 1
Introduction

The most dangerous disease in the world is cancer and one of the cancer that kills the
women is breast cancer. Detecting the breast cancer manually takes lot of time and it is
very difficult for the physician to classify it. Hence for easy classification, detecting the
cancer thought various automatic diagnostic techniques is necessary. There are a various
methods for detecting breast cancer such as Biopsy, Mammogram, MRI and Ultrasound.
Breast cancer happens due to uncontrolled growth of cells and this growths of cells must
be stopped as soon as possible by detecting it earlier. There are two classes of tumor: one
is beginning tumor and the other is malignant tumor, in which benign tumor is
noncancerous the latter is cancerous. Many researcher are still performing research for
developing a proper diagnostic system for detecting the tumor as early as possible and
also in an easier way, so that the treatment can be started earlier and the rate of survive
ability can be increased. For developing the computerized diagnostic system machine
learning algorithm plays an important rule. There are many machine learning algorithm
which are used to classify the tumor easily and in effective way. This work deals with the
comparative analysis of association rules and correlation matrix.

1.1 Background

The past and current research reports on medical data using data mining technigques have
been studied. All these reports are taken as a base of this paper. On the other hand all the
medical term was learned for getting knowledge about the different cause and stages of

breast cancer.

In our paper, we used two tools for our process; one is “WEKA” and another one is

‘Rapidminer’.

1.1.1 RapidMiner

RapidMiner is a data science software platform developed by the company of the same
name that provides an integrated environment for data preparation, machine learning,

deep learning, text mining, and predictive analytics. It uses a client/server model with the




server offered as either on premise, or in public or private cloud infrastructures.

According to Bloor Research, RapidMiner provides 99% of an advanced analytical

solution through template-based frameworks that speed delivery and reduce errors by

nearly eliminating the need to write code.

The features of RapidMiner are like:

Application and — Data .
PP Data access — > . — Data preparation
Interface exploration
Modeling —> Validation Scoring
Automaton
H - > Design Results 9o
Repository Process J Parameters
& Acd Data =w Process 2 & # Process
~ " Samples logverbosity nit
b gcata
loghie
» g processes
» g Tempiates resuttie
» 75 Tutonals
» Bos J random seed
» [ Local Repository
» Cloud Repository send ma never
encoang SYSTEM
n-a Hige advanced parameters
Operators ¢’ Compatibifity level 7.1 000-SN J
Help
» Data Access (32
» 17 Blenaing (77, - Process
» "7 Cleansing (26
» 7 Modeling (125 Synopsis
» Sconng (10! The root operator of every process.
» valicaton (30
» Utilty (84 Description
» Exensions (17
&/
“Get i erator J

Fig 1.Shows the user interfaces of Rapidminer.




1.1.2 Weka:

Weka is data mining software that uses a collection of machine learning algorithms.

These algorithms can be applied directly to the data or called from the Java code.

. Platform Independent
. Open Source and Free l

Different Machine Learning Algorithms for |
Data Mining

. Easy to use I
‘ Data Preprocessing tools |

. Flexibility for scripting experiments
. 3 Graphical User Interface I

Weka

Fig 2.The features of Weka

Fig 3: Interface of Weka




Chapter 2
Methodology

Applying Analysis and

Brest cancer A
association rule

mining

dataset

result

The proposed method of breast cancer detection consists of two main parts: select

attribute/s and applying machine learning algorithms.

2.1 Training dataset description:

“Clinical_data breast cancer.csv” was collected from the most popular site ‘kaggle’. The
dataset contains clinical data and various breast cancer classifications from 105 breast

cancer patients.

Variables: Complete TCGA ID', 'Gender', 'Age at Initial Pathologic Diagnosis', 'ER
Status', 'PR Status', 'HER2 Final Status', Tumor’, 'Tumor--T1 Coded’, 'Node', 'Node-
Coded', 'Metastasis', 'Metastasis-Coded', 'AJCC Stage', 'Converted Stage', 'Survival Data
Form’, 'Vital Status', 'Days to Date of Last Contact’, 'Days to date of Death’, '‘OS event',
'OS Time', 'PAM50 mRNA, 'SigClust Unsupervised mRNA, 'SigClust Intrinsic mMRNA',
'miRNA Clusters', 'methylation Clusters’, 'RPPA Clusters', 'CN Clusters', 'Integrated
Clusters (with PAM50)', 'Integrated Clusters (no exp)', 'Integrated Clusters (unsup

exp).Among all this attributes we took only 7 attributes for training dataset.




More details about the dataset:

S/N Training attributes Values
1 Age 38-88
2 HER2 Final Status Positive, Negative
3 Tumor T1,T2,T3,T4
4 Node NO,N1,N3
5 Metastasis MO, M1
6 AJCC Stage IA, 1B, IIA 1B, HIIA, 1IB, IIC, IV
7 Converted stage No-conversion, IA, IB, IIA ,1IB,

A, 11IB, 1IIC, IV

Table 1: Description of Dataset




2.2 Attribute selection:

Among all attributes we had to find out the most significant attributes which would give
us a perfect accuracy over all algorithms. By testing in various finally we came into a
decision that metastasis is the attribute which the reason behind the highest accuracy in
our dataset. Metastasis (M) category tells whether or not there is evidence that the cancer

has traveled to other parts of the body.

2.3 Data mining algorithms used:

*Machine learning is one of the branch of computer science,which is useful to pattern
recognition and computational learning. Machine learning can be used to construct
algorithms which can learn and make relationship with mathematical and computational
statistics. By using machine learning, the user can create new algorithms which can learn
and predict the data without explicitly being programmed.* In our research we applied
four classification method like — J48, SMO, Naive Bayes and two clustering EM and K
means. Our main implementation part was applying association rule over the dataset and
make a relation between them by using correlation algorithm; which we applied in the

last part our implementation.

2.3.1 Decision Tree (J48):

J48 classifier is a simple decision learning algorithm, it accepts only categorical data for
building model. Sometimes it can handle both categorical and data.




Choose |1 o weka.gui.GenericObjectEditor X

Test options weka.dassifiers.trees.)48

() use training - About

(O supplied 8! | Class for generating a pruned or unpruned C4 More
(@ Cross-validi Capabilities
() Percentage

M binarySplits | False v

confidenceFactor | 0.25
(Nom) Converte(
debug |False v
St@art

minNumObj |2
Result list (right i )

[23:00:14 - trees

01:32:26 - trees

numFolds 3

reducedErrorPruning | False v
savelnstanceData | False v
seed |1
subtreeRaising  True v
unpruned | True v
uselaplace | False v
Open... Save... 0K Cancel

Fig 4: Configuration of the process J48

In fig 4 first we started with the configuration panel of J48. Where mainly ““subtreesting”
and “unpruned” can change the result in various issue. SubtreeRaising increases the
complexity of the algorithm and it was then controlled by true/false. On the other hand
unpruned option is for pruning or unpruning the tree. If the unpruned option is set true
then J48 will show the bigger true than before. For our research purpose we test the data
for both case. After set all the configuration we started our process with cross validation
approach where we set the fold number equals to 10; where fold= 10 means dataset is
divided into 10 paths for testing purpose.

After running the process we get the accuracy nearly 89% .In algorithm section there is a

part called subtreeraising which increases the complexity of the algorithm. In this process




we use 6 attribute to find the accuracy and find maximum 89%, then try to remove some
attribute to check whether it changes the accuracy level or not. When we remove the two
attribute ‘Node’ and ‘AJCC stage’ individually and tested again, they made a huge

change in the accuracy.

© Weka Explorer
Preprocess Classify Cluster Associate Selectattributes Visualize
Classifier

Choose 48 -C0.2S-M2

Test options Classifier output
(O use taining set

. Time taken to build model: 0.02 seconds
() Supplied test set
(@ Cross-validation  Folds |10 === Stratified cross-validation ===
() Percentage spiit Summary ===
M " N
e y Classified Instances €5 €5.7143 %
Incorrsctly Classified Instances 36 34.2857 %
(Nom) Converted Stage - Rappa statistic 0.5157
Mean absolute error 0.1211
Start Root mean squared error 0.2753
Result list (right-click for options) Relative abs S€6.3539 &%

123:09:14 - trees. 48

4.3759 %

FP Rate

0.344
0. 0.065
0. 0.056
0. 0.021
o 01
o
o o1
Weighted Avg. 0.657 0.162
=== Confusion Matrix ===
a b ¢ d & £ g <-- classified as
30 4 1 I a = No_Conversion
3 23 1 1 | b = IIA
7 s O I c = e IIB
1 o 7 | as= T
6 | &= IXIIA
3 |1 £ = IIIC
2 | g= e ITIB

Fig 5: J48 algorithm using cross-validation

Then we used the training set and percentage split to test again for comparing whether it
changes the accuracy level than cross validation process or not. Training set gave the
accuracy of 78% and the percentage split 62%.So from 3 of this test we can evaluate that

training test showed the best result.




O Use training set
O Supplied test set Set
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Evaluation on test split

Percentage spiit % 66 Sommaxy
IR Correctly Classified Instances 22 61.1111 &
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0.€ 0.097 0 0.6 0.545 0.816 Stage IIB
1 0.029 .6€7 1 8 0.985 Stage I
0 0.059 0 0 ) Stage IIIA
0 0 0 0 0 Stage IIIC
0 0 0 0 ) Stage IIIB
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Confusion
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2 0 0 0 0 0 0| g = Stage IIIB
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oK
Fig 6: J48 algorithm using percentage split
(@ Use training set
Time taken to build model: 0 seconds
() supplied test set Set..
() Cross-validation ~ Folds 10 Evaluation on training set
O Percentage split % |66 Summary
T8 EE T Correctly Classified Instances a1 77.1429 %
Incorrectly Classified Instances 24 22.8571 %
(Nom) Converted Stage > Kappa statistic 0.6852
Mean absolute srror 0.0544
start Stop Root mean squared error 0.2173
- Result list (right-click for optionsy————— || Relative absolute srror 44.0926 %
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Total Number of Instances 105
Detailed Accuracy By Class
TP Rate FP Rate Precision Recall F-Mesasure ROC Area Class
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0.821 0.039 0.885 0.821 0.852 0.562 Stage IIA
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0.333 0.01 0.€667 0.333 0.424 0.9€65 Stage IIIA
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Confusion Matrix
a b ¢ d =& £ g <=-—— classified as
33 3 3 1 1 0 0| a= No Conversion
3 23 1 1 o o o | b = Stage IIA
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4 o o 0 2 o o | = = Stage IIIA
2 0 0 0 0 2 0| £ = stage ITIC
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Statu:
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Fig 7: J48 algorithm using training set
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As we said we took another tool for comparing or getting the best accuracy purpose we
used our dataset on Rapidminer tool for further analysis. In WEKA, we kept metastasis
as a target value for our testing; keeping the same thing on mind first we set the role to

“tumor” and then “metastasis” to see the difference.

Process
) Process » 100% 2 0 S + @
Retrieve cancer Decision Tree
np out ) : tra mod -
v o ’ Performance
wer F es
r lat per
« % .
er x
Set Role g ? ey
g == b v
| exa exa | )
7 b
oi )
J
Split Data Apply Model
@ e Y par [) (] mod 1ab |
par ) qw Y mod))
par|) \/
J
Leverage the Wisdom of Crowds to get operator recommendations based on your process design!

Fig 8: J48 algorithm model design on rapidminer tool
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SigClust Unsupervised mRNA

> -0.500
<-0.500
Vital Status
DECEASED
LIVING MO
M1
MO
Fig 9: visualization of decision tree
® Table View Plot View
accuracy: 97.62%
true M1 true MO class precision
pred. M1 1] (1] 0.00%

pred. MO 1 41 97 62%

class recall 0.00% 100.00%

Fig 10: Accuracy by taken metastasis as a target attribute

Metastasis showed the best accuracy based on sigClust unsupervised mRNA values and

made a tree with five nodes.
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On the hand when we set ‘tumor’ as target value, it made a big tree than the “metastasis”

was formed but accuracy was less than the previous one.

Tumor--T1 Coded
mn T_Other
Integrated Clusters (with PAM50) =
SigClust Unsupervised mRNA
> -0.500
> 2.500 <2.500 <-0.500
miRNA Clusters
T2 ™
>3.500 2
<3.500
Days to Date of Last Contact
ik )
> 155.500 < 155.500
T2 LE]
Fig 11: Visualization of tree by tumor

® Table View Plot View

accuracy: 87.80%

true T3 true T2 true T1 true T4 cdass precasion

pred T3 1] 0 (1] 1] 0.00%
pred T2 3 s 2 o 87 50%
pred T1 1] 0 1 1] 100.00%
pred T4 0 0 (1] 1] 0.00%

dass recall 0.00% 100.00% 33.33% 0.00%

Fig 12: Accuracy taken by tumor as a target attribute
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Considering the both tools; decision tree (J48) shows the best accuracy in RapidMiner.
So it can be said that it is possible to find the best accuracy from J48 by using this

dataset.

2.3.2 Naive Baye’s classifier:

Naive Baye’s classifier is one of the method of supervised learning. It provides an
efficient way of handling any number of attributes or classes which is purely based on
probabilistic theory.* To find out the most probability constraints we applied naive
baye’s classifier on our data set in WEKA. First we tested for cross-validation, then we

tested for percentage split and next for training set

8.3323

Result st (right-dlick for options)

esul t(rigf ick for opt Re.
18:04:39 - bayes.NawveBayes Ro

Fig 13: Naive Bayes using percentage spli
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(Mom) Comverted Smge v

sart

right-chck for 0pBons}

saus

Select atmibutes

Detailed Accuracy By

Vsuaize

Classifiar ouut:
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Fig 14: Naive Bayes using cross validation

Preprocess Classify  Clugter  Assoc

Classifier

Choose  NalveBayos

Test options
@ use Taining

r

Supplied test set 5

Cross-vabdaton

Percentage spht

More cptons.

(Nom) Converted Stage

sart
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Classifier output

Time taken to build model: O seconds
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Relative absolute error 58.2317 &
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Total Number of Instances 108
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Overall we can recognize that training set gave the best accuracy in this algorithm.

Fig 15: Naive Bayes using training set
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2.3.3. SMO: (sequential model optimization) :

Training a support vector machine requires the solution of a very large quadratic
programming (QP) optimization problem. SMO breaks this large QP problem into a
series of smallest possible QP problems. These small QP problems are solved
analytically, which avoids using a_time-consuming numerical QP optimization as an
inner loop. The amount of memory required for SMO is linear in the training set size,

which allows SMO to handle very large training sets.

Because matrix computation is avoided, SMO scales somewhere between linear and
quadratic in the training set size for various test problem. As we are using different
algorithm on our dataset; we used SMO for another testing purposes. Same as before
testing divided into three part - cross validation, percentage split and training set. They

accordingly gave the accuracy

Fig 16: Result of SMO algorithm by using cross-validation
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Figl7: Result of SMO algorithm by using percentage split
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O . Time taken to build model: 0.08 seconds
upplied test set et...
(O Cross-validation  Folds |10
() percentmge spiic E

Evaluation on training set
=== Summary ===

Lo Correctly Classified Instances 80 76.1505 %
Incorrectly Classified Instances 2s 23.8055 =
(Nom) Converted Stage ~ | Rappa statistic 0.6628
Mean absolute erzor 0.2078
sarc Stop Root mean sgquared error 0.306%
Result list (right-dlick for options) Relative absclute error 57.0577 &
3 - functions.SMO Root relative squared error s4.2284 s
03:24:31 - functions.SMO Total Number of Instances 10s
Detailed Accuracy By Class
TP Rate FP Rate Precision Recall ROC Area Class
0.878 0.257 0.€55 0.878 0.777 No_Conversion
0.8 o o.s8s 0.821 Stage IIA
0.5 o 0.8 o.s stage 11B
1 0.8 1 Stage I
o.s o 1 o.s Stage IIIA
0.5 o 1 0.5 stage IIIC
° ° ° ° Stage IIIB
Weighted Avg. o.762 0.131 0.77€ 0.7€2

Confusion

a b c d e £ g =< classified as
€ 3 1 1 0 © 01 a No_Conversion
423 1 0 0 © 01 b = Stage IIA

8 © 8 9 © © © ] < = Stage IIB

© © 0 8 0 © ©01 d= Stage I

3 o0 0 0 3 O 01 e Stage ITIA

2 ¢ 0 © © 2 © 1 £ = stage IIIC

2 o o o 0 © O g Stage ITIB

Fig 18: Result of SMO using training set
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2.3.4 RandomForest classification:

Random forest algorithm is mostly used for both classification and regression task. The
main advantages of this algorithm is that it can handle the missing values so it can be
easily used for featured engineering. In WEKA we applied random forest to check how it
works with our dataset; and we set out the best accuracy among all the algorithm we have

used.

Choose Randomforest -1 100 ¥ 0-51

Test options Classifier output
D Use training set
Time taken to build model: 0.03 seconds
Supplied test set
@ Cross-walidation  Folds 10

) Percentage spiit

More options.. se s3.
49 46.6
(Nom) Converted Stage .3665
swart «
Result kist (right-click for options) €6.2596
21:07:26 - trees.RandomForest Root r 92.8256
Tot 1

Fig 19: Result of Random forest algorithm by using cross-validation
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JO weka Explorer
Preprocess Classify Cluster Assocate Selectatbibutes Visualze
Classifier
Choose  Randomforest -1 100 0 -5 1
Test options Classifier output
O Usa training sat Gut of bag error: 0.4857

O Supplied test set.

(O Cross-validation 7

@ Percentage spit » |6 = taken to build modsl: 0.03 seconds

Lot = Evaluation on test split ===

Summazy

(Nom) Converted Stage v

Correctly Classified Instances 17 47.2222 %

e = Incorrectly Classified Instances 15 52.7778 %

Resuit list (right-click for options) Eappa statistic 0.2533
21:07:26 - rees.RandomForest Mean absolute errox 0.14

Root mean squared error 0.2386

Relative absclute error 64.5725 %

Root relative squared exzor 91.3545

Total Number of Instances 36

Detailed Accuracy By

FP Rate Precision Recall F-Measure ROC Area Class
0.545 0.4 0.571 0.471 0.€61

o 1 -€ 0.7s 0.915 Stage IIA
0.425 & 0.5 118
] o b
o o o o IIIA
0 ] o o 11zc
o o o o o 1118
Weighted Avg. 0.472 0.234 0.453 0.472 0.461

nfusion Matrix

classified as

abcdefg
58030210 | a=No_Conversion
36100001 b= stage IIA
2030000 | c= Stage ITB
2000000 | d=Setage T

2000 0 | e = stage IIIA
1000000 | £= Seage IIIC

Fig 20: Result of Random forest algorithm by using percentage split

Q Weka Explorer
Preprocess Classify Cluster Assocate Selectattributes Visualize
Classifier
Choose Randomforest -1 100 € 0-5 1

Test options Classifier output

@) Use training set

. Time taken to build model: 0.03 seconds
() Supplied test set

= Evaluation on training sat ===

O Cross-validation  Fo

) Percentage spit Summary
ol Correctly Classified Instances 104 55.0476 %
Incorrectly Classified Instances 1 0.5524 %
(Mom) Converted Stage “ | Rappa statistic 0.9871
Mean absolute error 0.0528
Sart Stwp Root mean squared error 0.1159%
Result list (right-click for options} Relative absclute error 24.6668 %
21:07:26 - tees RandomForest Root relative squared error 35.5867 &
21:08:19 - U ées.RandomForest Total Number of Instances 105

Detailed Accuracy By Class

TF Rate FP Rate Precision  Recall F-Measure ROC Area Class
1 0.016 0.976 1 0.988 1 No_Conversion
1 o 1 1 1 1 Stage ITA
0.938 o 1 0.938 0.968 1 sStage ITB
1 ° 1 1 1 1 Stage I
1 o 1 1 1 1 Stage ITIA
1 o 1 1 1 1 Stage ITIC
1 o 1 1 1 1 Stage IIIB
Weighted Avg. 0.5% 0.006 0.951 0.9% 0.9% 1

Confusion Matr

a b c d e £ g classified as
41 0 o 0 0 0 01 No_Conversion
028 0 0 0 0 01 Stage IIA

1 015 0 0 0 O stage ITB

© 0 0 8 0 0 01 Stage I

©o 0 0o 0 & 0 O] sStage ITTA

o o 0 0o 4 0] Stage ITIC

o o 0 0 0o 2| Stage IIIB

Fig 21: Result of Random forest algorithm by using training set
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From overall results we can see that when we used training set it gave the most accuracy
over the data.

Next we moved on to the RapidMiner tool to check whether this tool give any different

result on same algorithm or not. And the result showed less accuracy then WEKA.

() Process » 100% ° PO L J @ & H

Retrieve cancer Random Forest

Leverage the Wisdom of Crowds to get operator recommendations based on your process design!

J Activate Wisdom of Crowds

np out ) |t mod ) L
v P Performance
wei ) d b es
F { b per
¢ per % exa )
Set Role 9 g
(] ea [T ea) J
7
on
v 4
Split Data Apply Model
(] exa Y par " A] mod Iabt‘
par ) ] unl = mod :
par v
4

Fig 22: Design of random forest model in Rapidminer

Ciitenion

# Table View Plot View

class recall

accuracy: 97.62%

true MO dass precision
pred. M1 0 0.00%
pred MO # 07 62%

100.00%

Fig 23: Accuracy measurement by using metastasis as a target attribute
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The above figure shows us that, though there was no huge difference between “WEKA”
and “RapinMiner” over RandomForest algorithm; but here “WEKA” set the best accuracy

over this dataset.

2.3.4 Clustering algorithm:

*In order to predict the best predictor model we again apply two clustering process; K-
means and EM. They both are iterative algorithms. EM(Expectation-maximizations) is a
statistical model that depends on unobserved latent variables to estimate the parameters
using maximum likelihood; where K-means clustering algorithm works by partitioning n

observation into k sub classes.*

a. The output of k-means over dataset:

We got two clusters, each cluster has two instances. The clustering produced by k-means
shows 67% (24instances) in cluster 0 and 33% (12 instances) in cluster 1, in figure 23

and figure 24 shows 8% (3 instances) in cluster 0 and 92% (33 instances)
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& Weka Explorer

Preprocess Classify Cluster

Clusterer
Choose
Cluster mode
() use training set
(O Supplied test set Set..
(@) Percentage sphit
() Classes to clusters evaluation
(Nom) Converted Stage
Store dlusters for visualization

Ignore atributes

Start
Resuit list (right-click for options)

21:54:13 - SimpleKMeans

22:03:27 - SimpleKMeans

Associate Selectatributes Visualize

SimplekMeans -N 3 -A “weka.cores EuclideanDistance -R first-last™ -1 500 -5 8

Clusterer output

Time taken to build model (full training data) : 0 seconds

= Model and evaluation on test split

kMeans

Number of iterations: 3
within cluster sum of squared errors:

131.95011147€€08195
Missing values globally replaced with mean/mode

Cluster centroids:

Cluster$

Attribute Full Data o 1

(€3) (50) 1s)
Age €0.260% €2.44 54.5263
HERZ Final Status Negative Negative Negative
Tumor T2 T2 T2
Node NO NO NO
Metastasis M0 M0 M0

AJCC Stage
Converted Stage

Stage IIA Stage IIA

No_Conversion No_Conversion

Stage IIB
Stage IIB

Time taken to build model (percentage split) 0.01 seconds

Clustered Instances

o 24
1 12

( €7%)
¢ 33%)

Fig 24: K means (metastasis) clustering using percentage split
[FCTOSET ST
Choose SimplekMeans -N 2 -A "weka.core EuclideanDistance -R first-last” -1 500 -S 10

Cluster mode
() use training set
() Supplied test set
(@) Percentage spiit
(O Classes to dusters evaluation
(Nom) AJCC Stage

Store clusters for visualization

Ignore attributes

Start

Result list (right-click for options)

Clusterer output

-~
Cluster centroids:
Cluster?
66 Attribute Full Data o 1
(€9) (2) (€7)
HER2 Final Status Negative Negative Negative
Tumor T2 T2 T2
Node NO N3 NO
Metastasis MO M1 MO
Metastasis—-Coded Negative Positive Negative
AJCC Stage Stage IIA Stage IV Stage IIA
Time taken to build model (percentage split) : 0 seconds
Clustered Instances
1] 3 ( 8%)
1 33 ( 92%)
~
< >

Fig 25: K means (tumor) clustering using percentage split
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b. The output of EM over dataset:

Like K means got two clusters in EM also; here they have two instances too. The

clustering produced by k-means shows 58% (2linstances) in cluster 0 and 42% (15

instances) in cluster 1, in figure 25 and figure 26 shows 67% (24 instances) in cluster 0

and 33% (12 instances)

Fluster mode
() Use training set
-’\;) Supplied test set
(@) Percentage split % |66
(O Classes to clusters evaluation
(Nom) Converted Stage

L\-_;I Store dusters for visualization

Ignore attributes

sart

Result list (right-click for options)
13:12:10 - EM

Clusterer output

Stage IB 1.5819% 1.0181
[total] 50.0158 40.9802
Converted Stage
N‘:‘_S:-n\'ersi-:-r\. 22.2156 €6.7844
Stage IIA 1.059%¢ 18.9404
Stage IIB 11.79%8 1.2002
Stage I 1.0271 6.972%
Stage IIIA 4.9779 1.0221
Stage IIIC 3.9357 1.0603
Stage IIIB 1 1
[total] 46.0198 36.9802

Time taken to build model (percentage split)

Clustered Instances

21 ( 58%)
1 15 ( 42%)

Log likelihood: =10.2922S5

: 0.17 seconds

Fig26: EM (tumor)

clustering using percentage split
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Choose EM -I 100 -N 2 -M 1,0E-6 -S 100

Cluster mode Clusterer output
(O use training set Stage IB 2
— [total] 53 38
@) TR A Converted Stage
{Q-Pemenagesmm % |66 No_Conversion 25 4
(C) Classes to clusters evaluation Stage IIA 115
B N Stage IIB 12 1
(Nom) Converted Stage
Stage I 1 7
Store dusters for visualization Stage IIIA 5 1
Stage IIIC 4 1
Ignore attributes Stage IIIB 1 1
[total] 45 34
Start
Result list (right-dlick for options)
03:17:35- EM Time taken to build model (percentage split) : 0.01 seconds

03:19:29 - EM ]

Clustered Instances

0 24 ( €7%)
1 12 ( 33%)

Log likelihood: —-6.11815

Fig27: EM (metastasis) clustering using percentage split.

2.4 Association rules for breast cancer observation:

Association rules can be define as the process of finding valuable association rules and/or
relationship among amount of data. Through this technique is possible to quantify the
value of each feature by evaluation its frequency within the dataset, thus allowing to
capture all possible rules that explain the presence of some features according to the
features of another features.

24



@ pProcess »

100% >

P ,

+ @ @ [

Retrieve cancer Select Attributes Hominal to Binominal FP-Gr Create Association ... -
c ot ) @ === ] ealp @ s o exa ) q = { eal) | re 4‘{ rul [
Y = e - tre | E e |
v we D v v
v
Leverage the Wisdom of Crowds to get operator recommendations based on your process design!
J Activate Wisdom of Crowds
Fig 28: Design of association rule in Rapidminer.

Show rules makching Premises. Conclusion Support Confidence LaPlace  Gain ps Lift Convicti...

all ofthese conclusions M HERZ Final Status = Negative Metastasis, Tumor = T2 0.629 0.857 0.940 0838 0.021 1034 1200

Metastasis Node = NO Tumor =T2 0438 0.868 0956 0571 0015 1036 1226

Tumor =T2

HER? Final Status = Negative HNode = NO Metastasis, Tumor = T2 0438 0.868 0.956 0571 0.020 1,047 1298
Metastasis, Node = NO Tumor = T2 0438 0.868 0.956 -0.571 0.015 1.036 1226
HER2 Final Status = Negative Tumor=T2 0638 0.870 0945 0829 0.023 1038 1247
Metastasis, HERZ Final Status = Negative Tumor =T2 0629 0.880 0.950 -0.800 0.030 1.050 1349
HER2 Final Status = Negative Metastasis 0714 0974 0.989 -0.752 -0.005 0.993 0.733
Tumor = T2, HERZ Final Status = Negative Metastasis 0629 0.985 0994 0648 0.003 1.004 1276
Tumor=T2 Metastasis 0829 0.989 0995 0848 0.006 1.008 1676
Node = NO Metastasis 0505 1 1 0505 0.010 1019 Ll
Tumor = T2, Node = ND Metastasis 0438 1 1 -0.438 0.008 1019 «
HERZ2 Final Status = Negative, Node = NO Metastasis 0419 1 1 -0.419 0.008 1.019 L)

Fig 29: Rules given by Association model

We got 12 rules (fig28) after applying association mining on our dataset. We picked

etastasis’ as our target attribute as in earlier case, classification and clusterin
‘Metastasis’ target attribut 1 , classificat d clust

algorithm gave us the best accuracy with it. Among the 12 rules 7 rules set the

relationship with metastasis. So now considered all that rules for our process.
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Relations between the attributes getting from rules:

Figure 28 shows the relationship between tumor =2, HER2 final status = negative and
metastasis. We got various confidence in this three relation. This three attribute relate

that this three stage of cancer can be act as a risk factor of breast cancer.

2.5 Co-relation analysis:

RapidMiner this is very easy to do using the Correlation Matrix operator. In order to use
it however we first need to join the two Example sets that we created separately, so we’ll
have the words and the aspect: polarity pairs in one dataset. We took that attributes to
create co-relation which we had get in the association rule for building the relation

between the cause and risk factor of breast cancer.

Select Attributes Nominal to Binominal Correlation Matrix Select by Weights

ot o oa oa
ol

Fig 30: Model of correlation matrix in rapidminer
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Applied Correlation Matrix resembled the one below:

Attribut..  HER2Fi.. HER2Fi. HER2Fi. Tumor.. Tumor.. Tumor.. Tumor.. Node=.. Node=.. Node=.. Node=.. Metasta..
HER2Fi 1 -0.976 -0.163 -0.152 0144 -0.070 0.059 -0.046 0.221 -0.157 -0.080 -0.084
HER2Fi.. -0.976 1 -0.058 0.077 -0.096 0.077 -0.058 0.053 0.202 0.173 0.026 0.082
HER2Fi -0.163 -0.058 1 0341 0223 -0.028 -0.010 -0.030 -0.099 -0.061 0.250 0014
Tumor = -0.152 0.077 0.341 1 -0.653 -0.082 -0.028 0425 -0.146 0177 0.099 0.223
Tumor=_. 0.144 -0.096 0223 -0.653 1 -0.653 -0.223 0.235 0.082 0.098 -0.056 0.128
Tumor = -0.070 0.077 -0.028 -0.082 -0.653 1 -0.028 -0.088 -0.003 0.063 -0.007 0.040
Tumor = 0.059 -0.058 -0.010 -0.028 -0.223 -0.028 1] -0.030 0.097 -0.061 -0.038 0014
Node=N3 -0.046 0.053 -0.030 0425 -0.235 -0.088 -0.030 1 -0.309 -0.189 0.120 -0.206
Node=N0O 0221 -0.202 -0.099 -0.146 0.082 -0.003 0.097 -0.309 1 -0.624 -0.396 0141
Node=N1 -0.157 0.173 -0.061 0177 0.098 0.063 -0.061 -0.189 0624 1 0242 0.086
Node=N2 -0.080 0.026 0.250 0.099 -0.056 -0.007 -0.038 -0.120 -0.396 -0.242 1 -0.150
Metastas.. -0.084 0.082 0.014 -0.223 0.128 0.040 0014 -0.206 0.141 0.086 -0.150 1

Fig 31: correlation matrix

The higher the correlation coefficient (the values in the matrix), the stronger the

correlation, with 1 being the highest and -1 the lowest, i.e. an inverse correlation.

Using the matrix table we filtered and identify words extracted from reviews that

correlate with a certain aspect
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First Attribute

Tumor=T3

HER2 Final Status = Equivocal
HER2 Final Status = Equivocal
HER2 Final Status = Negative
HER2 Final Status = Positive
HERZ2 Final Status = Negative
Node = NO

Tumor =T2

Tumor=T3

Tumor=T2

Tumor =T4

Node = N1

HERZ2 Final Status = Positive
Tumor =T2

HER2 Final Status = Positive
HERZ2 Final Status = Positive
Tumor=T1

HER2 Final Status = Negative

Second Attribute

Node = N3

Tumor=T3

Node = N2

Node = NO

Node = N1

Tumor=T2

Metastasis

Metastasis

Node = N2

Node = N1

Node = NO

Metastasis

Metastasis

Node = NO

Tumor=T3

Tumor=T1

Node = N1

Tumor=T4

Correlation |
0.425
0.341
0.250
0.221
0.173
0.144
0.141
0.128
0.099
0.098
0.097
0.086
0.082
0.082
0.077
0.077
0.063

0.059

Table2: correlation attributes
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Chapter 3

Result and Analysis

3.1 Performance evaluation of all classification models:

Performance

R andom

J48 Naive Bayes SMO
Criteria F or e st
Unlik Avera Like | Avera
Likely | Average | Unlike | Likely Likely Likely | Likely | Average
ely ge ly ge
FPrate | 0.021 | 0.219 | 0.039 0 0.203 | 0.117 | 0.01 | 0.297 | 0.039 0 0.16 0
TPrate | 1 0.805 | 0.821 0 0.61 | 0.893 1 0.878 | 0.821 1 1 1
Precision | 0.8 0.702 | 0.885 1 0.658 | 0.735 | 0.889 | 0.655 | 0.885 1 0.976 1
ROCAra | 0.994 | 0.84 | 0.962 1 0.78 | 0.963 | 0.995 | 0.777 | 0.961 1 1 1
J48 Naive Bayes SMO Random Forest
Correct
81 74 80 104
Classification
Incorrect
24 31 25 1
Classification
Accuracy (%) 76.6 69.3 74.9 99.04
Error rate 0.094 0.124 0.207 0.053

Table 3: Analysis between Different Algorithms
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From the four models developed for the prediction of breast cancer risk, we can see the

difference between their accuracy, error rates, correct and incorrect classification.

1.2 px O ) DX AHAAKAAAAUKAUAAKAKANKK XXX
teteleds 8
1 63 5
0.8 %
9
0.6 g
0.4 j’
0.2 E_\
)48 Naive Bayes SMO Random Forest
mFPrate TP rate @ Precision [IROC Area
Fig 32: Performance evaluation of J48, Naive Bayes, SMO and Random forest
performance evaluation of algorithms
120

148 NAIVE BAYES smMo RANDOM FOREST

L H Correct Classification  EIncorrect Classification [ Ad y (%) Error rate

Fig 33: Performance evaluation of J48, Naive Bayes, SMO and Random

30




3.2 Performance evaluation table of two clustering models:

Cluster type k-means EM k-means EM
(tumor) (tumor) (metastasis) (metastasis)
Cluster
instances
0 8% 67% 67% 58%
1 92% 33% 33% 42%

Table 4: Analysis between 2 clustering

From the table we can evaluate that according to the dataset when we set the target
attribute (tumor) k means gave the best result and when we set the target attribute
(metastasis) EM gave the best result.

Performance evaluation of two clustering model

M Cluster A [Cluster B

| | | (metastasis) | (metastasis) |

| k-means (tumor) | EM (tumor) k-means EM

Fig 34 : performance evaluation of two clustering model
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3.3 Performance evaluation of association rules mining:

TNM (Tumor, Node, Metastasis) is another staging system researchers use to provide
more details about how the cancer looks and behaves. In figure 34, we can see that we
have 100% confidence when there is a relationship between Tumor=T2, Node = NO,
HER?2 final status = negative and Metastasis. The relation between tumor size and lymph
node status was investigated in detail. Tumor diameter and lymph node status were found
to act as independent but additive prognostic indicators. As tumor size increased, survival
decreased regardless of lymph node status; and as lymph node involvement increased,

survival status also decreased regardless of tumor size.

TO; means there isn't any evidence of the primary tumor. T1, T2, T3 and T4: These
numbers are based on the size of the tumor and the extent to which it has grown into

tissue. The higher the T number, the larger the tumor and/or the more it may have grown

into the breast tissue.

NO means nearby lymph nodes do not contain cancer. N1, N2, and N3: These numbers
are based on the number of lymph nodes involved and how much cancer is found in

them. The higher the N number, the greater the extent of the lymph node involvement.

The M (metastasis) category tells whether or not there is evidence that the cancer has
traveled to other parts of the body: MO means there is no distant metastasis; M1 means

that distant metastasis is present.

As from our analysis we had the relationship between T2 ->NO->MO; it would mean that
the primary breast tumor is equal to 2 centimeters across (T2), has not involved the
lymph nodes (NO), and has not spread to distant parts of the body (MO). This cancer
would be grouped as stage I. Which can be considered as invasive breast cancer and can

be cured.
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AssociationRules

Association Rules

[Node = NO] --> [HER2 Final Status = Negative] (confidence: 0.830)

[Node = NO] --> [Metastasis, HER2 Final Status = Negative] (confidence: 0.£30)
[Metastasis, Node = NO] --> [HER2 Final Status = Negative] (confidence: 0.830)
[Metastasis] --> [Tumor = T2] (confidence: 0.845)

[HER2 Final Status = Negative] --> [Metastasis, Tumor = T2] (confidence: 0.857)
[Node = NO] =-> [Tumor = T2] (confidence: 0.868)

[Node = NO] --> [Metastasis, Tumor = T2] (confidence: 0.8€8)
[Metastasis, Node = NO] --> [Tumor = T2] (confidence: 0.86€8)
[HER2 Final Status = Negative] --> [Tumor = T2] (confidence: 0.870)
[Metastasis, HER2 Final Status = Negative] --> [Tumor = T2] (confidence: 0.880)
[HER2 Final Status = Negative] --> [Metastasis] (confidence: 0.974)

[Tumor = T2, HER2 Final Status = Negative] --> [Metastasis] (confidence: 0.985)
[Tumor = T2] --> [Metastasis] (confidence: 0.989)

[Node = NO] --> [Metastasis] (confidence: 1.000)

[Tumor = T2, Node = NO] --> [Metastasis] (confidence: 1.000)

[HER2 Final Status = Negative, Node = NO] --> [Metastasis] (confidence: 1.000)

0 o

Fig 35: linked list of the association rules.

Zoom

®
kol

1SOM v Rule 11 (0.714/0.974)

+/ Node Labels Rule 4(0.829 / 0.845)

HERZ Final Status = Negative
Edge Labels

Filter

Show rules matching Rule 5 (0.629 / 0.857)

all of hese condusions v Rule 16 (0.419 / 1.000)

Rule 3 (0.419/0.830)

Metastasis
Tumor=T2
HER2 Final Status = Negative

Rule 9 (0.638 / 0.870)
Tumor =T2

" ' Rule 12 (0.629 / 0.985)
in. Criferion Rule 10 (0.629 / 0.880)
confidence L

Rule 15 (0.438 / 1.000)
Min. Criterion Value

- Rule 13 (0.829 / 0.989) Metastasis

Rule 8 (0.438 / 0.868)

Rule 6 (0.438 / 0.868)

Node = NO Rule 2 (0.419 / 0.830)

Rule 1(0.419/ 0.830)

Rule 7 (0.438 / 0.868)

Rule 14 (0.505 / 1.000)

Figure 36: Tree of the association rules we get from result.
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If we set the result of association rule in correlation we can get the following scatter
graph of the correlation matrix. Which specifically showed us the exact target attributes
relationship to identify the stage of breast cancer from our result.

€ a at HER tab t 3 @ T ] o o [} °
First Attribute. © ° ° Whocel & ° °
]
Metastasts <| @ o ° %0 o ® °
Node = N2 {| o a o0 o000 @ ° °
Node = N1 | o o o o @ o ]
Node = N0 o o 0 09 Q00020 ']
Node = N o o000 0000 O o °
=
3 Tumor = T4 1| ° 0w © ¢ °
H
‘E Tumor = T1 o a0 00 ow °
e
Tumor o =] oo o0 00 °
Tumor [} ¢ 00 © O o0 (-] ] o
HER2 Final Status = Equivocal 1| 9 0 00000 (] (] (-]
HER2 Final Stalus = Postive ° e ee oo® ] °
HER2 Final Status = Negative || ° o @ L i B
40 08 08 07 06 05 04 03 02 01 00 01 02 03 04 05 08 07 08 09 10
Correlation

Figure 37: Scatter diagram of correlation matrix
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Conclusion

Using prediction model to classify recurrent or noncurrent cases breast cancer is a
research that is statically in nature. Still this work can be linked to biomedical evidence.
In this paper CANCER.csv dataset is used for finding an efficient predictor algorithm to
predict the recurring or non-recurring nature of the diseases. This might help Oncologists
to differentiate a good prognosis (non-recurrent) from a bad one (recurrent) and can treat

the patients more effectively.
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