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Abstract 
 
 

In breast cancer field early detection of breast cancer can provide potential advantages in 

the treatment of this diseases .Data mining algorithm can provide a great assistance in 

prediction of early age breast cancer that has always been an challenging research 

problem. The main objective of this research is to find how precisely can this data mining 

algorithms predict the probability of recurrence of the diseases among the patients on the 

basis of their clinical data. 
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Chapter 1 

Introduction 

 
The most dangerous disease in the world is cancer and one of the cancer that kills the 

women is breast cancer. Detecting the breast cancer manually takes lot of time and it is 

very difficult for the physician to classify it. Hence for easy classification, detecting the 

cancer thought various automatic diagnostic techniques is necessary. There are a various 

methods for detecting breast cancer such as Biopsy, Mammogram, MRI and Ultrasound. 

Breast cancer happens due to uncontrolled growth of cells and this growths of cells must 

be stopped as soon as possible by detecting it earlier. There are two classes of tumor: one 

is beginning tumor and the other is malignant tumor, in which benign tumor is 

noncancerous the latter is cancerous. Many researcher are still performing research for 

developing a proper diagnostic system for detecting the tumor as early as possible and 

also in an easier way, so that the treatment can be started earlier and the rate of survive 

ability can be increased. For developing the computerized diagnostic system machine 

learning algorithm plays an important rule. There are many machine learning algorithm 

which are used to classify the tumor easily and in effective way. This work deals with the 

comparative analysis of association rules and correlation matrix. 
 
 

1.1 Background 
 

The past and current research reports on medical data using data mining techniques have 

been studied. All these reports are taken as a base of this paper. On the other hand all the 

medical term was learned for getting knowledge about the different cause and stages of 

breast cancer. 

In our paper, we used two tools for our process; one is „WEKA” and another one is 

„Rapidminer‟. 

 
 

1.1.1 RapidMiner  

RapidMiner is a data science software platform developed by the company of the same 

name that provides an integrated environment for data preparation, machine learning, 

deep learning, text mining, and predictive analytics. It uses a client/server model with the 
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server offered as either on premise, or in public or private cloud infrastructures.  

According to Bloor Research, RapidMiner provides 99% of an advanced analytical 

solution through template-based frameworks that speed delivery and reduce errors by 

nearly eliminating the need to write code.  

 

The features of RapidMiner are like: 

 

 

  

 

 

 

 

 

                                   

 

                          Fig 1.Shows the user interfaces of Rapidminer. 

Application and 
Interface  

Data access  
   Data 
exploration  

   Data preparation  

           Modeling  Validation  Scoring  
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1.1.2   Weka:  

Weka is data mining software that uses a collection of machine learning algorithms. 

These algorithms can be applied directly to the data or called from the Java code. 

 

                                            Fig 2.The features of Weka  

                                               

                                                         Fig 3: Interface of Weka 
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Chapter 2 

Methodology 

 
 

 
 
 

 

   

 

The proposed method of breast cancer detection consists of two main parts: select 

attribute/s and applying machine learning algorithms. 

2.1 Training dataset description: 

“Clinical_data_breast_cancer.csv” was collected from the most popular site „kaggle‟.The 

dataset contains clinical data and various breast cancer classifications from 105 breast 

cancer patients. 

 

Variables: Complete TCGA ID', 'Gender', 'Age at Initial Pathologic Diagnosis', 'ER 

Status', 'PR Status', 'HER2 Final Status', 'Tumor', 'Tumor--T1 Coded', 'Node', 'Node-

Coded', 'Metastasis', 'Metastasis-Coded', 'AJCC Stage', 'Converted Stage', 'Survival Data 

Form', 'Vital Status', 'Days to Date of Last Contact', 'Days to date of Death', 'OS event', 

'OS Time', 'PAM50 mRNA', 'SigClust Unsupervised mRNA', 'SigClust Intrinsic mRNA', 

'miRNA Clusters', 'methylation Clusters', 'RPPA Clusters', 'CN Clusters', 'Integrated 

Clusters (with PAM50)', 'Integrated Clusters (no exp)', 'Integrated Clusters (unsup 

exp)'.Among all this attributes we took only 7 attributes for training dataset.   

 

Brest cancer 
dataset  

Preparing the 
most specific 

attributes 

Applying four 
classifier 

Applying 
association rule 

mining 

Analysis and 
result  
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More details about the dataset: 

S/N Training attributes Values 

1 Age 38-88 

2 HER2 Final Status Positive, Negative 

3 Tumor T1,T2,T3,T4 

4 Node N0,N1,N3 

5 Metastasis M0, M1 

6 AJCC Stage IA, IB, IIA ,IIB, IIIA, IIIB, IIIC, IV 
 

7 Converted stage No-conversion, IA, IB, IIA ,IIB, 
IIIA, IIIB, IIIC, IV 

 

                                                    Table 1: Description of Dataset  
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2.2 Attribute selection:  

Among all attributes we had to find out the most significant attributes which would give 

us a perfect accuracy over all algorithms. By testing in various finally we came into a 

decision that metastasis is the attribute which the reason behind the highest accuracy in 

our dataset. Metastasis (M) category tells whether or not there is evidence that the cancer 

has traveled to other parts of the body. 

2.3 Data mining algorithms used: 

*Machine learning is one of the branch of computer science,which is useful to pattern 

recognition and computational learning. Machine learning can be used to construct 

algorithms which can learn and make relationship with mathematical and computational 

statistics. By using machine learning, the user can create new algorithms which can learn 

and predict the data without explicitly being programmed.* In our research we  applied 

four  classification method like – J48, SMO, Naïve Bayes and two clustering EM and K 

means. Our main implementation part was applying association rule over the dataset and 

make a relation between them by using correlation algorithm; which we applied in the 

last part our implementation. 

2.3.1 Decision Tree (J48): 

J48 classifier is a simple decision learning algorithm, it accepts only categorical data for 

building model. Sometimes it can handle both categorical and data. 
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Fig 4: Configuration of the process J48 

In fig 4 first we started with the configuration panel of J48. Where mainly “subtreesting” 

and “unpruned” can change the result in various issue. SubtreeRaising increases the 

complexity of the algorithm and it was then controlled by true/false. On the other hand 

unpruned option is for pruning or unpruning the tree. If the unpruned option is set true 

then J48 will show the bigger true than before. For our research purpose we test the data 

for both case. After set all the configuration we started our process with cross validation 

approach where we set the fold number equals to 10; where fold= 10 means dataset is 

divided into 10 paths for testing purpose. 

After running the process we get the accuracy nearly 89% .In algorithm section there is a 

part called subtreeraising which increases the complexity of the algorithm. In this process 
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we use 6 attribute to find the accuracy and find maximum 89%, then try to remove some 

attribute to check whether it changes the accuracy level or not. When we remove the two 

attribute „Node‟ and „AJCC stage‟ individually and tested again, they made a huge 

change in the accuracy. 

 

                                       Fig 5: J48 algorithm using cross-validation 

Then we used the training set and percentage split to test again for comparing whether it 

changes the accuracy level than cross validation process or not. Training set gave the 

accuracy of 78% and the percentage split 62%.So from 3 of this test we can evaluate that 

training test showed the best result. 
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                                   Fig 6: J48 algorithm using percentage split 

 

                                        Fig 7: J48 algorithm using training set 
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As we said we took another tool for comparing or getting the best accuracy purpose we 

used our dataset on Rapidminer tool for further analysis. In WEKA, we kept metastasis 

as a target value for our testing; keeping the same thing on mind first we set the role to 

“tumor” and then “metastasis” to see the difference.  

 

                              Fig 8: J48 algorithm model design on rapidminer tool 
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                                       Fig 9: visualization of decision tree 

                              Fig 10:  Accuracy by taken metastasis as a target attribute   

Metastasis showed the best accuracy based on sigClust unsupervised mRNA values and 

made a tree with five nodes. 
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On the hand when we set „tumor‟ as target value, it made a big tree than the “metastasis” 

was formed but accuracy was less than the previous one. 

 

                                       Fig 11: Visualization of tree by tumor   

 

                                      Fig 12:  Accuracy taken by tumor as a target attribute   
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Considering the both tools; decision tree (J48) shows the best accuracy in RapidMiner. 

So it can be said that it is possible to find the best accuracy from J48 by using this 

dataset.  

 

 

2.3.2 Naïve Baye’s classifier:  

Naïve Baye‟s classifier is one of the method of supervised learning. It provides an 

efficient way of handling any number of attributes or classes which is purely based on 

probabilistic theory.* To find out the most probability constraints we applied naïve 

baye‟s classifier on our data set in WEKA. First we tested for cross-validation, then we 

tested for percentage split and next for training set 

 

Fig 13: Naïve Bayes using percentage spli
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                             Fig 14: Naïve Bayes using cross validation 

 

Fig 15: Naïve Bayes using training set 

 

Overall we can recognize that training set gave the best accuracy in this algorithm. 
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2.3.3. SMO: (sequential model optimization) :  

Training a support vector machine requires the solution of a very large quadratic 

programming (QP) optimization problem. SMO breaks this large QP problem into a 

series of smallest possible QP problems. These small QP problems are solved 

analytically, which avoids using a time-consuming numerical QP optimization as an 

inner loop. The amount of memory required for SMO is linear in the training set size, 

which allows SMO to handle very large training sets. 

Because matrix computation is avoided, SMO scales somewhere between linear and 

quadratic in the training set size for various test problem. As we are using different 

algorithm on our dataset; we used SMO for another testing purposes. Same as before 

testing divided into three part - cross validation, percentage split and training set. They 

accordingly gave the accuracy 

 

Fig 16:   Result of SMO algorithm by using cross-validation 
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Fig17:   Result of SMO algorithm by using percentage split 

 

Fig 18: Result of SMO using training set 



                                                                  
 
 

 
18 

 

2.3.4 RandomForest classification:  

Random forest algorithm is mostly used for both classification and regression task. The 

main advantages of this algorithm is that it can handle the missing values so it can be 

easily used for featured engineering. In WEKA we applied random forest to check how it 

works with our dataset; and we set out the best accuracy among all the algorithm we have 

used.  

 

Fig 19:   Result of Random forest algorithm by using cross-validation 
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Fig 20:  Result of Random forest algorithm by using percentage split 

 

Fig 21:  Result of Random forest algorithm by using training set 
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From overall results we can see that when we used training set it gave the most accuracy 

over the data.  

Next we moved on to the RapidMiner tool to check whether this tool give any different 

result on same algorithm or not. And the result showed less accuracy then WEKA.  

 

Fig 22: Design of random forest model in Rapidminer 

 

Fig 23:  Accuracy measurement by using metastasis as a target attribute 
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The above figure shows us that, though there was no huge difference between “WEKA” 

and “RapinMiner” over RandomForest algorithm; but here „WEKA‟ set the best accuracy 

over this dataset. 

 

 

 

2.3.4 Clustering algorithm:  

*In order to predict the best predictor model we again apply two clustering process; K-

means and EM. They both are iterative algorithms. EM(Expectation-maximizations) is a 

statistical model that depends on unobserved latent variables to estimate the parameters 

using maximum likelihood; where K-means clustering algorithm works by partitioning n 

observation into k sub classes.*  

a. The output of k-means over dataset: 

We got two clusters, each cluster has two instances. The clustering produced by k-means 

shows 67% (24instances) in cluster 0 and 33% (12 instances) in cluster 1, in figure 23 

and figure 24 shows 8% (3 instances) in cluster 0 and 92% (33 instances) 
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Fig 24: K means (metastasis) clustering using percentage split 

 

Fig 25: K means (tumor) clustering using percentage split 
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b. The output of EM over dataset: 

Like K means got two clusters in EM also; here they have two instances too. The 

clustering produced by k-means shows 58% (21instances) in cluster 0 and 42% (15 

instances) in cluster 1, in figure 25 and figure 26 shows 67% (24 instances) in cluster 0 

and 33% (12 instances) 

 

Fig26:  EM (tumor) clustering using percentage split 
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Fig27:  EM (metastasis) clustering using percentage split. 

 

 

2.4 Association rules for breast cancer observation: 

Association rules can be define as the process of finding valuable association rules and/or 

relationship among amount of data. Through this technique is possible to quantify the 

value of each feature by evaluation its frequency within the dataset, thus allowing to 

capture all possible rules that explain the presence of some features according to the 

features of another features. 
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Fig 28:  Design of association rule in Rapidminer. 

 

Fig 29: Rules given by Association model 

We got 12 rules (fig28) after applying association mining on our dataset. We picked 

„Metastasis‟ as our target attribute as in earlier case, classification and clustering 

algorithm gave us the best accuracy with it. Among the 12 rules 7 rules set the 

relationship with metastasis. So now considered all that rules for our process. 
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Relations between the attributes getting from rules: 

Figure 28 shows the relationship between tumor =2, HER2 final status = negative and 

metastasis. We got various confidence in this three relation. This three attribute relate 

that this three stage of cancer can be act as a risk factor of breast cancer. 

2.5 Co-relation analysis:  

RapidMiner this is very easy to do using the Correlation Matrix operator. In order to use 

it however we first need to join the two Example sets that we created separately, so we‟ll 

have the words and the aspect: polarity pairs in one dataset. We took that attributes to 

create co-relation which we had get in the association rule for building the relation 

between the cause and risk factor of breast cancer.  

 

Fig 30: Model of correlation matrix in rapidminer 
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Applied Correlation Matrix resembled the one below: 

 

Fig 31: correlation matrix 

The higher the correlation coefficient (the values in the matrix), the stronger the 

correlation, with 1 being the highest and -1 the lowest, i.e. an inverse correlation. 

Using the matrix table we filtered and identify words extracted from reviews that 

correlate with a certain aspect 
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Table2: correlation attributes 
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Chapter 3 

Result and Analysis  

 
3.1 Performance evaluation of all classification models:  

Performance 

Criteria 

J48 N a ï v e  B a y e s SMO 

R a n d o m 

F o r e s t 

 

Unlik

ely 

Likely Average Unlike Likely 

Avera

ge 

Likely 

L i k e

l y 

Avera

ge 

Likely Likely Average 

FP rate  0.021 0.219 0.039 0 0.203 0.117 0.01 0.297 0.039 0 0.16 0 

TP rate  1 0.805 0.821 0 0.61 0.893 1 0.878 0.821 1 1 1 

Precision 0.8 0.702 0.885 1 0.658 0.735 0.889 0.655 0.885 1 0.976 1 

ROC Area 0.994 0.84 0.962 1 0.78 0.963 0.995 0.777 0.961 1 1 1 

 J48  Naïve Bayes  SMO  Random Forest  

Correct 

Classification 
81 74 80 104 

Incorrect 

Classification 
24 31 25 1 

Accuracy (%) 76.6 69.3 74.9 99.04 

Error rate 0.094 0.124 0.207 0.053 

Table 3: Analysis between Different Algorithms 
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From the four models developed for the prediction of breast cancer risk, we can see the 

difference between their accuracy, error rates, correct and incorrect classification. 

 

           Fig 32: Performance evaluation of J48, Naïve Bayes, SMO and Random forest 

 

Fig 33: Performance evaluation of J48, Naïve Bayes, SMO and Random 
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3.2 Performance evaluation table of two clustering models:  

 

 Cluster type  k-means  

(tumor) 

EM  

(tumor) 

k-means 

(metastasis) 

EM 

(metastasis) 

Cluster 

instances  

    

0 8% 67% 67% 58% 

1 92% 33% 33% 42% 

Table 4:  Analysis between 2 clustering 

From the table we can evaluate that according to the dataset when we set the target 

attribute (tumor) k means gave the best result and when we set the target attribute 

(metastasis) EM gave the best result. 

 

 

 

 

 

 

Fig 34 : performance evaluation of two clustering model 

 

(metastasis) (metastasis)

k-means (tumor) EM (tumor) k-means EM

8% 

67% 67% 58% 

92% 

33% 33% 42% 

Performance evaluation of two clustering model 

Cluster A Cluster B
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3.3 Performance evaluation of association rules mining: 

TNM (Tumor, Node, Metastasis) is another staging system researchers use to provide 

more details about how the cancer looks and behaves. In figure 34, we can see that we 

have 100% confidence when there is a relationship between Tumor=T2, Node = N0, 

HER2 final status = negative and Metastasis. The relation between tumor size and lymph 

node status was investigated in detail. Tumor diameter and lymph node status were found 

to act as independent but additive prognostic indicators. As tumor size increased, survival 

decreased regardless of lymph node status; and as lymph node involvement increased, 

survival status also decreased regardless of tumor size. 

T0; means there isn't any evidence of the primary tumor. T1, T2, T3 and T4: These 

numbers are based on the size of the tumor and the extent to which it has grown into 

tissue. The higher the T number, the larger the tumor and/or the more it may have grown 

into the breast tissue.  

N0 means nearby lymph nodes do not contain cancer. N1, N2, and N3: These numbers 

are based on the number of lymph nodes involved and how much cancer is found in 

them. The higher the N number, the greater the extent of the lymph node involvement. 

The M (metastasis) category tells whether or not there is evidence that the cancer has 

traveled to other parts of the body: M0 means there is no distant metastasis; M1 means 

that distant metastasis is present. 

As from our analysis we had the relationship between T2 ->N0->MO; it would mean that 

the primary breast tumor is equal to 2 centimeters across (T2), has not involved the 

lymph nodes (N0), and has not spread to distant parts of the body (M0). This cancer 

would be grouped as stage I. Which can be considered as invasive breast cancer and can 

be cured. 
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                                           Fig 35: linked list of the association rules. 

 

Figure 36: Tree of the association rules we get from result. 
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If we set the result of association rule in correlation we can get the following scatter 

graph of the correlation matrix. Which specifically showed us the exact target attributes 

relationship to identify the stage of breast cancer from our result. 

 

Figure 37: Scatter diagram of correlation matrix 
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Conclusion 

 

Using prediction model to classify recurrent or noncurrent cases breast cancer is a 

research that is statically in nature. Still this work can be linked to biomedical evidence. 

In this paper CANCER.csv dataset is used for finding an efficient predictor algorithm to 

predict the recurring or non-recurring nature of the diseases. This might help Oncologists 

to differentiate a good prognosis (non-recurrent) from a bad one (recurrent) and can treat 

the patients more effectively.  
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